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 This paper aims to decide on the number of facilities and their locations, 

procurement for pre and post-disaster, and allocation to mitigate the effects of 

large-scale emergencies. A two-stage stochastic mixed integer programming 

model is proposed that combines facility location- prepositioning, decisions on 

pre-stocking levels for emergency supplies, and allocation of located distribution 

centers (DCs) to affected locations and distribution of those supplies to several 

demand locations after large-scale emergencies with uncertainty in demand. 

Also, the use of the model is demonstrated through a case study for 

prepositioning of supplies in probable large-scale emergencies in the eastern and 

southeastern Anatolian sides of Turkey. The results provide a framework for 

relief organizations to determine the location and number of DCs in different 

settings, by using the proposed model considering the main parameters, as; 

capacity of facilities, probability of being affected for each demand points, 

severity of events, maximum distance between a demand point and distribution 

center.  
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1. Introduction 

Large-scale emergency incidents, both natural, such as 

flood, earthquake, etc., and human made, such as 

terror (or bio-terror) attacks, can cause a big increment 

in demand for food, water, medical supplies or 

protective materials. In the early stage of post-

emergencies, the demand for medical supplies and 

protective materials are the most vital components in 

reducing the number of injured people and casualties. 

In case of emergency, the initial supplies are needed to 

be delivered to the affected regions within 24 hours 

[1]. Sheu [2] indicates that efficient logistics play a 

significant role in relieving the impact of emergencies. 

To be able to deliver supplies on time, the locations of 

DCs play a critical role in humanitarian relief logistics 

management. 

Prepositioning the DCs is a challenging task in 

emergency management system.  Particularly, this 

paper addresses the location of facilities which is a 

critical strategic decision for suchlike systems. One of 

the most significant applications of location theory is 

the location of medical and protective supplies. Jia et 

al. [3, 4] introduce models and solution approaches to 

determine the facility location of medical supplies in 

response to large-scale emergencies. 

Besides location decisions, capacities of supply 

providers are key decisions in emergency response 

management. However, comparatively limited 

research has been found on the topic of pre-

positioning particular supplies [5]. The existing 

models usually do not consider uncertainty in demand. 

There has been a few works on pre- positioning first 

responders for large scale emergencies. Locating first-

response commodities is different from locating and 

stocking supplies, where multiple commodities must 

be considered, the commodities may have different 

storage necessities and transportation conditions and 

costs [5].  

In this paper, a mathematical model is proposed that 

combines facility location- prepositioning, decisions 

on pre-stocking levels for emergency supplies, and 

allocation of located DCs to affected locations and 

distribution of those supplies to several demand 

locations after large-scale emergencies; with 

uncertainty in demand and number of affected 

locations where high demand requirements occur. The 

proposed mathematical formulation is a two-stage 

stochastic mixed integer programming (SMIP) model, 
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which is addressed as NP hard problems [6]. In many 

situations, parameters of the optimization problems 

cannot be known with certainty [5, 7, 8, 9, 10], in such 

cases stochastic programming (SP) methodologies are 

one of the strategies to apply. In two-stage stochastic 

programming, first-stage decisions are made in the 

existence of uncertainty for future scenarios. Second-

stage decisions are made after the realization of the 

random parameters are known, and are dependent on 

the first-stage decisions [5, 11]. 

In our model, potential locations and severity of the 

uncertain large scale emergency events are 

represented via a set of discrete scenarios with 

probabilities. The first-stage decisions in the SP model 

involve the DCs’ locations and allocation of the 

located DCs to affected regions, as well as the amount 

of stocking for multiple types of supplies (medical and 

protective). In the second-stage, recourse decisions are 

made including the distribution of available stocked 

and projected to be bought supplies, after large-scale 

emergencies occur, to reply particular scenario events.   

In the next section, the literature on related topics is 

reviewed as emergency management, facility location 

and allocation, and prepositioning. In Section 3, the 

formulation of the proposed mathematical model is 

presented. We demonstrate the use of the model 

through a case study for pre positioning of supplies in 

probable large-scale emergencies in the eastern and 

southeastern Anatolian sides of Turkey. Data setup 

and results and analysis are presented in detail, in 

Section 4. Section 5 delivers conclusions and 

directions for future work.  

2. Literature review 

A survey on general insight to emergency 

management for operations research and management 

sciences is presented by Altay and Green [12]. 

Galindo and Batta [13] also present an extended 

literature review that covers the years between 2005 

and 2010, inspired by Altay and Green’s [12] paper. 

The optimization models in emergency logistics 

problems are reviewed in detail by Caunhye et al. 

[14]. In this paper, we present a literature review of 

the humanitarian relief logistics management taking 

into account disaster operations, as the facility 

location, prepositioning, and allocation problems, 

using deterministic and stochastic programming 

models.  

The facility location problem is determined as one of 

the main operations of the preparedness in 

humanitarian relief operations. The early paper on 

facility location models for humanitarian relief 

operations are presented by Toregas et al. [15], 

Psaraftis et al. [16] and Iakovou et al. [17]. Jia et al. 

[3,4] and Huang et al. [18] presented only the location 

problem. Murali et al. [1] present locate-allocate 

heuristic for capacitated facility location to response 

large-scale emergencies under demand uncertainty. 

Shui et al. [19] present a mixed integer programming 

model in order to determine the locations and amounts 

of the emergency logistics DCs. Yushimito et al. [20] 

propose a heuristic algorithm based on Voronoi 

diagrams in order to solve the distribution center 

location problem.  

As a preparation for an emergency, the prepositioning 

of supplies aims to minimize the response time, 

enhance emergency response capacity [21], and cover 

the maximum required inventory. The two-stage 

stochastic programming models are presented for 

prepositioning of relief inventory in Rawls and 

Turnquist [5, 22], Verma and Gaukler [23], Döyen et 

al. [24], Hong et al. [25], Salmerón and Apte [26], 

Lodree et al. [27], Campbell and Jones [28]. The relief 

routing [29] and disruption of network [30] is taken 

into consideration along with prepositioning.  

Location and allocation models enable to decide 

where to open facilities and determine how to assign 

demand to facilities to increase the utilization of 

resources. Mitsakis et al. [31] present an optimal 

allocation model for emergency response to minimize 

maximum and average response time using existence 

resources. Chang et al. [32], Mete and Zabinsky 

[33,34], and Gunnec and Salman [35] propose two 

stage stochastic programming model for location and 

allocation of emergency relief source. Yi and 

Özdamar [36], Sheu [55], and Rawls and Turnquist 

[43] presented dynamic allocation model to optimize 

for preparedness and response activities. A genetic 

algorithm [56], particle swarm optimization algorithm 

[38], an epsilon constrained approach [45] are also 

proposed for location and allocation model for 

emergency response. The location-allocation plans 

often fail, because the uncertain and unusual nature of 

emergencies is not explicitly accounted [41, 57]. 

Stochastic programming is specified as a suitable 

optimization tool to plan the humanitarian relief 

logistics activities, because of reflecting uncertainty 

by probabilistic scenarios representing disasters and 

their outcomes [33]. Uncertainty is the nature of 

natural and man made disasters.  

In summary, Table 1 categorizes facility location 

models according to the problem and data type that 

use deterministic or stochastic parameters. Firstly, 

most of the studies consider location but 

prepositioning. Secondly, most of the studies deal 

with either pre or post disaster procurements. Almost 

none of them take into account both procurement 

types. Bozorgi-Amiri et al. [38] is one of the studies 

that consider both procurement types. Lastly, 

approximately half of the studies solves problem with 

only deterministic parameters. In this study, we 

propose a two-stage stochastic optimization model to 

solve the location, prepositioning and allocation and 

post disaster procurement problem for critical items to 

be prepared in responding to large scale emergencies. 

The proposed model aims to support and improve the 

decisions made at strategic and operational levels for 

large-scale emergencies. The strategic decisions 

contain the location of DCs. The operational part  

 



 

Table 1. Facility location problems and data type 

Author Objective Location Location/ 

Prepositioning 

Location/ 

Allocation 
Deterministic Stochastic 

Stochastic Stochastic/Uncertain Parameters 
Yi and Ozdamar [36] Unsatisfied Demand Minimization 


 

  Yushimito and Ukkusuri [28] Cost Minimization  



  Jia et al. [3] Distance Minimization 

   
 Demand 

Chang et al. [32] Distance Minimization 





 Demand 

Jia et al. [4] Coverage Minimization 
  


  Günneç and Salman [35] Time and Risk Minimization 





 Demand 

Mete and Zabinsky [33] Cost and Time Minimization 





 Demand and time 

Balcik and Beamon [11] Coverage Maximization 
  


  Shui et al. [19] Cost and Time Minimization 

  


  Mete and Zabinsky [34] Cost Minimization 





 Demand time and supply 

Rawls and Turnquist [5] Cost Minimization  
  

 Demand and link availability 

Salmeron and Apte [26] Unsatisfied Demand Minimization 
 

 


 Demand and time 

Huang et al. [18] Coverage Maximization/Distance Minimization 
  


  Han et al. [37] Distance Minimization 

  


  Verma and Gaukler [23] Distance Minimization  
  

 Distance 

Campell and Jones [28] Cost Minimization 
 





  Duran et al. [21] Time Minimization  

  
 Demand/ Supply 

Rawls and Turnquist [22] Cost Minimization  
  

 Demand and link availability 

Bozorgi-Amiri et al. [38] Cost Minimization 





 Procuring cost, demand and inventory 

Naji-Azimi et al. [39] Distance Minimization 
   


  Döyen et al. [24] Cost Minimization   


 Demand 

Yushimito et al. [20] Cost Minimization and Coverage Maximization 
  


  Galindo and Batta [30] Cost Minimization  

  
 Demand 

Murali et al. [1] Coverage Maximization 
   

 Demand 

Lin et al. [40] Cost Minimization 


 
  Paul and Hariharan [41] Cost Minimization 


 

  Afshar and Haghani [42] Unsatisfied Demand Minimization 
  


  Rawls and Turnquist [43] Cost Minimization 





 Demand and link availability 

Hong et al. [25] Cost Minimization  
  

 Demand and transportation capacity 

Lodree et al. [27] Cost Minimization 
 


  

 Demand 

Rath and Gutjahr [44] Cost Minimization 
  


  Abounacer et al. [45] Unsatisfied Demand and Time Minimization 


 

  Sheu and Pan [46] Distance, operational and physiological costs minimization 


 
  Verma and Gaukler [47] Cost Minimization      Earthquake damage and distances 

Salman and Gül [48] Time Minimization 


 
  Caunhye et al. [49] Time Minimization 


 

  Renkli and Duran [50] Distance Minimization 
 

 


 Survivability of infrastructure 

Rath et al. [51] Coverage maximization and cost minimization 
  




 Route accessibility cost 

Kılcı et al. [52] Maximization of the minimum weight of open shelter areas 
  


  Aydin [53] Distance Minimization 





 Failure of existing infrastructure 

Tofighi et al. [54] Distribution time and total cost minimization  
  

 Demand, supply and network availability 

Our Study Cost Minimization      Demand 
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consists the prepositioning and allocation of critical 

items. The model also considers the penalty cost in the 

lack of critical items to satisfy demand (medical and 

protective).The paper basically contributes to 

emergency management literature. Additionally, the 

contributions of the paper on stochastic prepositioning 

and facility location and allocation literature are 

significant. Another contribution of the paper is to 

present a real world case study from the eastern and 

southeastern Anatolian sides of Turkey for response to 

any large scale emergency(s). It is a novel case study 

and unique for this region.  

3. Two stage stochastic facility location-allocation 

model 

In this section, we propose a capacitated facility 

location and allocation problem (CFLAP) formulation 

as a two-stage SP problem. As explained earlier, the 

objective is to minimize total cost of prepositioning, 

procurement, inventory holding, transportation and 

penalty cost of unsatisfied demand.   

Now, CFLAP formulation is given as a two-stage SP 

problem, starting with the notation presented as 

follows. 

Notation and mathematical formulation: 

Sets: 

IE: set of existing facility locations,  

IP: set of possible facility locations,  

I: set of all facility sites, I = IE ⋃ IP , 𝑓𝑜𝑟 ∀𝐺, ∀𝑁𝐺  

JA: set of affected regions,  

JN: set of non- affected (safe) regions,  

J: set of all demand points, J = JA ⋃ JN  𝑓𝑜𝑟 ∀𝐺, ∀𝑁𝐺 

S: set of all possible scenarios,  

K: set of commodities, 

G: set of governmental organizations, 

NG: set of non-governmental organizations, 

Parameters: 

𝑓𝑖: fixed cost for facility 𝑖 ∈ I, 𝑓𝑜𝑟 ∀𝐺, ∀𝑁𝐺 

𝑐𝑎𝑝𝑖: capacity of facility 𝑖 ∈ I, 𝑓𝑜𝑟 ∀𝐺, ∀𝑁𝐺  

𝑠: a possible future scenario and 𝑠 ∈ S 

𝑝𝑠: occurrence probability of scenario 𝑠 ∈ S  

𝑟𝑗
𝑠:= 1 if region 𝑗 ∈ J is affected in scenario 𝑠 ∈ S , 0 

otherwise  

𝑑𝑗
𝑘𝑠: demand of commodity 𝑘 ∈ 𝐾 in scenario 𝑠 ∈ 𝑆 

for region 𝑗 ∈ J 
𝑐𝑘: procurement cost for each unit of commodity 𝑘 ∈
K 

ℎ𝑘: holding cost for each unit of commodity 𝑘 ∈ K 

𝑣𝑘: volume of each unit of commodity 𝑘 ∈ K 

𝑢𝑘: penalty cost for each unsatisfied unit of 

commodity 𝑘 ∈ K  

𝑑𝑖𝑠𝑖𝑗: distance between facility 𝑖 ∈ I and region 𝑗 ∈ J 

𝑚𝑎𝑥𝑑𝑖𝑠: maximum distance allowed to transport any 

commodity 

𝑚𝑑𝑗
𝑘: minimum pre-disaster procurement percentage 

of demand for commodity 𝑘 ∈ K in region 𝑗 ∈ J 
𝑡𝑖𝑗: transportation cost of one unit of commodity 𝑘 ∈

K from facility 𝑖 ∈ I to region 𝑗 ∈ J 

Decision variables: 

 𝑥𝑖:= 1 if facility 𝑖 ∈ I is opened, 0 otherwise 

𝛽𝑖𝑗:= 1 if facility 𝑖 ∈ I is assigned to region 𝑗 ∈ J, 0 

otherwise 

𝛼𝑗
𝑘𝑠: unsatisfied demand from commodity 𝑘 ∈ K at 

region 𝑗 ∈ J in scenario 𝑠 ∈ S 

𝑦𝑖𝑗
𝑘 : pre-disaster procurement from commodity 𝑘 ∈ K 

at facility 𝑖 ∈ I to be transported to region 𝑗 ∈ J 

𝑧𝑖𝑗
𝑘𝑠: post-disaster procurement of commodity 

𝑘 ∈ K at facility 𝑖 ∈ I to be transported to 

region 𝑗 ∈ J in scenario 𝑠 ∈ S 

In the scenario based formulation of CFLAP, each 

scenario denotes a different circumstance, the affected 

regions and non- affected regions with a different 

level of severity. Each scenario 𝑠 ∈ 𝑆 occurs with a 

different probability,ps, and ∑ ps = 1s∈S . In total, in 

case of independent affecting possibilities, we have 

|S| = 2|J| possible scenarios. Please note that our 

model does not necessitate any assumption on 

independence of each scenario. Furthermore, each unit 

of demand that is not satisfied by any of facility(s) 

cause a large penalty,u𝑘  𝑘 ∈ K, cost. This penalty can 

be incurred due to casualties or finding an alternative 

source to treat disaster victims. There are some 

assumptions need to be highlighted such as all costs 

are known in advance i.e., fixed cost of locating 

facilities, holding cost, procurement cost, 

transportation cost, penalty cost of unsatisfied 

demand. Distance between facilities and affected 

regions are gathered from Google Maps [58]. 

Population of the affected regions is gathered from 

TUIK [59].  A maximum distance is assumed so that 

the maximum traveling distance between affected 

regions and the allocated facility cannot exceed a 

specific value. Also some limitations are need to be 

specified such as, if applicator has uncertainty in 

supply, time, cost etc. the modeler will need to 

redesign the mathematical model, and if there are 

larger number of nodes in the network the 

mathematical model will need to be solved via 

heuristics or metaheuristics solution approaches.     

Here, the CFLAP is formulated as a two-stage 

stochastic programming problem. In the first stage, the 

location decisions are made before random large-scale 

emergencies occur. In the second stage, following the 

events, the affected region-facility assignments 

decisions are made for each affected region given that 

the particular regions are affected and facilities are 

located. The objective is to determine the set of 

facilities to be located while minimizing the total cost 

of open facilities and the expected cost of satisfying 

demand for affected regions from new opened 

facilities.  

Using the notation, we present the mathematical 

model for the scenario based CFLAP as a two-stage 

stochastic program as below, starting with the 

objective function. 
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Minimize            ∑ fixi

i∈I

+ ∑ ∑ ∑(ck + hk)yij
k

k∈Kj∈Ji∈I

+ ∑ ps (∑ ∑ ∑ ckzij
ks

k∈Kj∈Ji∈Is∈S

+ ∑ ∑ ∑ tij(yij
k + zij

ks)

k∈Kj∈Ji∈I

+ ∑ ∑ ukαj
ks

k∈Ki∈I

)                            (1) 

Subject to 

∑ ∑ vk(yij
k + zij

ks)

k∈Kj∈J

≤ capixi     ∀i ∈ I, s ∈ S           (2) 

∑(yij
k + zij

ks)

i∈I

+ αj
ks ≥ dj

ks𝑟𝑗
𝑠    ∀j ∈ J, k ∈ K, s ∈ S  (3) 

∑ yij
k

i∈I

≥ mdj
kdj

ks     ∀j ∈ J, k ∈ K, s ∈ S                      (4) 

vk(yij
k + zij

ks) ≤ 𝑐𝑎𝑝𝑖βij    ∀i ∈ I, j ∈ J, k ∈ K, s ∈ S (5) 

βij ≤ xi     ∀i ∈ I, j ∈ J                                                     (6) 

disijβij ≤ max𝑑𝑖𝑠     ∀i ∈ I, j ∈ J                                  (7) 

yij
k, zij

ks, αj
ks ∈ int and ≥ 0     ∀i ∈ I, j ∈ J, k ∈ K, s

∈ S                                                     (8) 

xi, 𝛽𝑖𝑗 ∈ {0,1}    ∀i ∈ I, j ∈ J                                          (9) 

 

The objective function in formulation (1) minimizes 

the total fixed cost of locating facilities and the 

expected second stage cost of satisfying demand 

through opened facilities. Constraint (2) ensures that 

the total procured commodities at a facility do not 

exceed its capacity. Constraint (3) ensures that 

demand of each demand point is satisfied by either 

open facilities or alternative sourcing, or penalized. 

Constraint (4) ensures minimum procurement amounts 

for each commodity and facility. Constraints (5) and 

(6) prevent procurement at a facility and assignment 

of any demand point to a facility if it is not opened.  

Constraint (7) ensures that demand points are assigned 

to facilities that are within maximum distance. Finally, 

the constraints (8) and (9) are integrality constraints. 

The proposed model provides a generic scenario based 

model to handle uncertainty in demand. The model 

can be applied to any region or case where uncertainty 

occurs in demand. Additionally, the model is easy 

adaptable to the cases where capacity of the facilities 

are not issue. By replacing cap
i
 in the right hand side 

of constraints (2) and (5) by a big number (let say 𝑀) 

is enough to develop an uncapacitated version of the 

model. Furthermore if maximum distance to travel per 

region is not an issue removing constraint (7) will be 

good enough to revise the model and apply. Another 

robustness of the model is that it can be solved by 

heuristics approaches if number of scenarios or 

number of nodes or number of regions is very large. 

4. The case of Turkey 

In this section, we present a case study motivated by a 

real-world problem from eastern and southeastern 

parts of Turkey. We describe the case details in 

Section 4.1 and present the results in Section 4.2. 

4.1. Case description and data acquisition 

This case study focuses on locating new DCs at the 

eastern and southeastern Anatolian sides of Turkey in 

response to possible large-scale emergencies. Turkish 

Red Crescent (TRC) is responsible for administration 

of Turkish domestic relief networks with a number of 

DCs, which preserve inventory for emergency 

supplies [60]. Balcik and Ak [60] note that the TRC 

currently works on pre-positioning some emergency 

supplies for a large scale emergency. One of our 

motivations is to determine the number of DCs to 

effectively satisfy all demands that may be caused by 

large scale emergencies. 

Although facility location problems are widely 

experienced in large-scale emergency field, the 

detailed data related to this problem and DCs’ features 

are not publicly available. Furthermore, there is no 

standard data set that contains data for emergency 

event scenarios and demand estimates for relief 

supplies. We obtain the most of our data from 

governmental and non-governmental organizations; 

for the missing parts we develop sample problem sets 

to perform numerical analysis. Subsequently, the 

parameters are set realistically without any limiting 

assumptions. Therefore, the results from these data set 

samples can be generalized. Medical and protective 

materials are the most critical supplies for the victim's 

survival and health. An emergency event might be 

very severe and affect thousands of people in a very 

short time period. Therefore, it is very important to 

distribute medical and protective materials to demand 

points immediately after or before (if the event is 

expected beforehand) the emergency event occurs. 

In this case study, we address the problems of pre-

positioning DCs at specified regions of Turkey and 

procurement of multiple items (medical and protective 

materials) at these DCs for pre and post large scale 

emergencies. The population of the regions (demand 

points), the distance between DCs and regions, the 

locations and capacities of current DCs and the cost of 

critical items are problem specific and based on real 

data. Therefore, we propose the demand scenarios and 

related parameters as explained below. 

Demand Scenarios: Each scenario represents the set of 

regions that might be affected by emergency event and 

the severity level of the event. Demand of each region 

for a specific scenario is calculated via logic in Jia et 

al. [4]. Four levels are used in Jia et al. [4], such as 

‘’low, intermediate, intermediate-high and high’’. We 

practice four levels of severity as well. Let sev 

(:={0.03,0.05,0.07,0.09}) be the severity set of the 
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emergency event, and 
s

wsev  be the scenario s’s 

severity at level w,w∈sev. Let j  denote the 

population of the affected region j. The population 

data of demand points are obtained from Turkish 

Statistical Institute’s database from its formal website 

[59] and provided in Table 2. Note that, the demand 

for different types of commodities is considered to be 

the same, which is a non-restrictive assumption and 

easily can be generalized. Then, demand for a scenario 

is calculated as below. 

dj
ks = sev𝑤

𝑠  ρ𝑗     ∀𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾, 𝑤 ∈ 𝑠𝑒𝑣, 𝑠 ∈ 𝑆    (11) 

Lastly, note that each problem set consists of 1024 

(|S| = 2|#of Demand Points|) scenarios. The 

deterministic equivalent formulation has variables xi,

βij, yij
k, zij

ksand αj
ks, in total  

|I||+|I|×|J|+|I|×|J|×|K|+|I|×|J|×|K|×|S|+|J|×|K|×|S|= 

10+10×10+10×10×2+10×10×2×1024+10×2× 1024 = 

225,590 variables. Similarly, it has constraints (2), (3), 

(4), (5), (6), (7) and (8), in total 461,200 constraints.   

Table 2. The populations of the regions (demand 

points) 

Region Population Region Population 

1 2,125,635 6 762,366 

2 1,592,167 7 1,063,174 

3 778,195 8 773,026 

4 1,799,558 9 1,762,075 

5 1,483,674 10 1,051,975 

 
Minimum Stocked Demand: Medical and protective 

materials are vital for victims; therefore, these 

supplies need to be distributed immediately to the 

affected regions. Pre-positioning a particular amount 

of supplies at DCs is one of the best ways to respond 

emergency events on time. Thus, we add the minimum 

demand constraints to the formulation. As described 

earlier, mdj
k represents the minimum percentage of 

demand in affected region j from commodity 𝑘 that 

needs to be procured pre-disaster. We practice one for 

mdj
k (: = {0.3}). The minimum demand that needs be 

procured is calculated as the production of demand 

and percentage levels (mdj
kdj

ks). Since pre-positioning 

is the first stage decision variables in SP, the amount 

of demand that needs to be stocked has to satisfy the 

constraints in (4) for all scenarios. 

Scenario Probabilities: In generating the scenarios, 

we assume that the regions are affected independently 

and identically, as the events have Bernoulli 

distribution with probability  𝑞𝑗 (i.e., the occurrence 

probability of the event at region 𝑗). In our 

experiments, we use two types of occurrence 

probabilities; uniform failure probability (i.e., 𝑞𝑗 =

1, … , |𝐽| = 𝑞), which considers the cases 𝑞 =
{0.3, 0.5, 0.8}, and randomly selected values.  

Capacity: Based on the information obtained from a 

non-governmental organization, whose major 

motivation is to manage the distribution of supplies to 

victims who are affected by disasters, the capacity of 

DCs varies between 15𝐾𝑚3 and 50𝐾𝑚3. Therefore, 

we test eight capacity levels in this study, such as 

15𝐾 𝑚3,  20𝐾𝑚3,  25𝐾𝑚3,  30𝐾𝑚3,  35𝐾𝑚3, 

  40𝐾𝑚3,  45𝐾𝑚3 and 50𝐾𝑚3.  

Max Distance: Since responding large-scale 

emergencies is like racing with time, we consider 

maximum distance constraints, what ensure that a 

commodity can only be transported from a distribution 

center to affected regions that are in a specific range. 

In other words, the service distance levels are 

identified. Detailed information on service distance 

minimization can be found in Jia et al. [4] and Lin et 

al. [40]. The experimental samples are tested with 

respect to six different levels of distance ranges, such 

as 350𝑘𝑚, 400𝑘𝑚,  450𝑘𝑚,  500𝑘𝑚,  550𝑘𝑚 

and 600𝑘𝑚. 

Table 3. Distances between distribution centers and regions (demand points) 

  Distances between DCs and Regions (km) 

DCs 1 2 3 4 5 6 7 8 9 10 

Adana 0 522 808 209 191 392 189 534 346 899 

Diyarbakir 522 0 324 313 509 251 369 95 176 377 

Elazig 490 153 318 345 477 98 321 248 329 475 

Erzurum 808 324 0 637 795 416 639 419 500 414 

Mus 742 258 266 571 729 350 573 353 434 223 

Gaziantep 209 313 637 0 196 247 80 325 137 690 

Hatay 191 509 795 196 0 379 176 521 333 886 

Malatya 392 251 416 247 379 0 223 346 269 573 

Sanliurfa 346 176 500 137 333 269 217 188 0 553 

Van 899 377 414 690 886 573 746 452 553 0 
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Figure 1. Regions and locations of DCs 

Table 4. Effects of capacity on location decisions and total cost 

Capacity Impact Objective Open Decisions Impact Objective Open Decisions 

15K 

 50,599,764 1,2,3,4,5,6,7  187,188,418 1,2,3,4,5,6,7,8,9,10 

20K 
 

51,984,362 1,3,5,6,7,9 
 

166,402,454 1,2,3,4,5,6,7,8,9,10 

25K 
 

52,035,866 5,6,7,8,9 
 

147,390,098 1,2,3,4,5,6,7,8,9,10 

30K 

0
.0

3
 52,509,772 5,6,7,8,9 

0
.0

7
 132,785,959 1,2,3,4,5,6,7,8,9,10 

35K 51,397,250 5,6,7,9 124,952,934 1,2,3,4,5,6,7,8,9,10 

40K 
 

51,828,149 5,6,7,9 
 

122,077,183 1,3,4,5,6,7,8,9,10 

45K 
 

52,424,826 5,6,7,9 
 

119,405,632 1,3,5,6,7,8,9,10 

50K 
 

50,696,695 5,7,9  116,448,701 1,3,6,7,8,9,10 

15K 

 94,740,147 1,2,3,4,5,6,7,8,9,10  320,907,135 1,2,3,4,5,6,7,8,9,10 

20K  87,766,262 1,2,3,4,5,6,7,8,9,10  265,670,113 1,2,3,4,5,6,7,8,9,10 

25K 
 

87,536,511 1,3,4,5,6,7,8,9,10 
 

242,583,042 1,2,3,4,5,6,7,8,9,10 

30K 

0
.0

5
 86,923,893 1,3,5,6,7,8,9,10 

0
.0

9
 220,700,621 1,2,3,4,5,6,7,8,9,10 

35K 85,888,361 1,3,6,7,8,9,10 199,740,250 1,2,3,4,5,6,7,8,9,10 

40K 
 

84,395,974 3,6,7,8,9,10 
 

181,120,654 1,2,3,4,5,6,7,8,9,10 

45K 
 

84,988,539 4,6,7,8,9,10 
 

166,774,135 1,2,3,4,5,6,7,8,9,10 

50K 
 

83,031,958 3,6,7,9,10  157,792,895 1,2,3,4,5,6,7,8,9,10 

 

 
Distances between DCs and demand points are 

obtained from the Republic of Turkey General 

Directorate of Highways’ database [61]. The distances 

between projected to be opened DCs and regions 

(demand points) are presented in Table 3. 

Regions: We group the regions based on their 

populations (i.e., including overcrowded cities) and 

strategic importance (i.e., location, population, 

locating military quarters, etc.). Ten regions are 

determined at eastern and southeastern Anatolian sides 

of Turkey. Each region is numbered and differently 

colored as in Figure 1. The triangles show the possible 

locations to set up DCs at.Other Costs: Set up cost for 

each DC changes based on its capacity level. 

Furthermore, this cost does not increase linearly with 

the incremental in capacity. Set up cost is determined 

as follows: Incremental cost for one of unit capacity 

up to 15𝐾𝑚3 is 100(𝑇𝐿 − 𝑇𝑢𝑟𝑘𝑖𝑠ℎ 𝐿𝑖𝑟𝑎), between 

15𝐾 and 20𝐾 is 95(𝑇𝐿), and for the ranges between 

20𝐾 − 25𝐾, 25𝐾 −  30𝐾, 30𝐾 − 35𝐾, 35𝐾 − 40𝐾, 

40𝐾 − 45𝐾 and 45𝐾 − 50𝐾 are 90, 85, 80, 75, 70, 

and 65 (𝑇𝐿), respectively. Then, for instance, cost of 
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locating a DC with 15𝐾𝑚3 is 1.5𝑀 (= 15,000𝑥100) 

and with 20𝐾𝑚3is 1.9𝑀 (= 20,000𝑥95). As 

mentioned earlier, two types of commodities (medical 

and protective materials) are considered here. 

Purchasing cost of each unit is 70 (𝑇𝐿) and 40 (𝑇𝐿) 

for medical and protective supplies, consecutively. 

Holding cost for one unit of medical supply 

is 30 (𝑇𝐿), and for one unit of protective materials is 

20 (𝑇𝐿). Penalty cost for each unit of unsatisfied 

demand is considered as 500(𝑇𝐿) for medical, 

and 300(𝑇𝐿) for protective materials. 

4.2. Results and discussions 

The case samples are solved by using IBM 

ILOG/CPLEX 12.1.0 on a desktop computer with 

Intel (R) Core (TM) i5-2400M 3.10GHz CPU.  

Effect of capacity decisions: In this subsection, 

minimum average demand is fixed to 30%, maximum 

distance to 400(𝑘𝑚), and scenario probabilities are 

considered to be random. 

Changes in capacities have larger effect on facility 

decisions when large-scale emergencies have low 

impact. In other words, results show that the number 

of opened facilities is more sensitive to capacities in 

cases of low impact events. On the contrary, the 

capacity changes have less effect on location 

decisions, when large-scale emergencies have larger 

impact. For instance, when capacity is increased from 

its minimum value (15𝐾) to the maximum value 

(50𝐾), the number of opened facilities decreases from 

seven to three, under the impact factor 0.03, and from 

ten to five, under the impact factor 0.05. Since a large 

number of facilities are necessary to create extra 

capacity for responding to large-scale emergencies, 

more possible facility locations are needed to be 

determined; because even if all facilities are decided 

to be opened with the maximum capacity, the demand 

is still not fully satisfied. 

As seen in Table 4, the number of opened facilities 

reduces along with the increment in capacities. Seven 

facilities are decided to be located when capacity is 

15𝐾, six when 20𝐾 , five when 25𝐾 and 30𝐾, four 

when 35𝐾, 40𝐾 and 45𝐾, and three when 50𝐾, under 

the 0.03 impact factor case. The same changes can be 

observed when impact factor is increased to 0,05. All 

facilities are opened if selected capacity is less 

than 25𝐾. Number of opened facilities continuously 

reduces from 10 to 5, when capacity is increased up 

to 50𝐾. The reason of opening all facilities can be 

explained with the lack of capacity to satisfy all 

demand. The lack of capacity causes to open all 

facilities in almost all cases except when capacity is 

higher than 35𝐾 under 0.07 impact factor case. All 

facilities are opened when impact factor is 0.09. This 

explanation can be fortified by analyzing the cost 

elements that constitute the expected total cost. For 

instance, in the case when impact factor is 0.09 and 

capacity is 15𝐾, then 67% of expected total cost is 

the penalty cost of not being able to satisfy demand, 

while 5%, 18%, and 10% are fixed, pre-procurement 

and post-procurement costs, consecutively. The 

transportation cost constitutes only less than 1% of 

expected total cost. Moreover, the results indicate that 

larger number of facilities would be used only for 

meeting demand requirements if reserve capacities are 

set sufficiently large. 

The results in Figure 2 indicate that the expected total 

cost generally is sensitive to facility capacities, 

especially when large-scale emergencies have higher 

impact. Expected total cost decreases by 62% when 

capacity is increased to its maximum level from its 

minimum level under high impact events. In other 

words, the 67.5% of the expected total cost is caused 

from expected penalty cost when capacity is at its 

minimum level (15𝐾), and penalty cost reduces to 

4.75% when capacity is at its maximum level (50𝐾). 

The same conclusion is attained from the case 

with 0,07 impact events. As a result, larger savings in 

penalty costs occur in the cases with high impact 

events via increased facility capacity. Since total 

available capacity is sufficiently enough to satisfy all 

demand under low impact events (i.e.0.03), expected 

total cost may increases, because of redundancy in 

capacity. We conclude that, any large-scale 

emergency with a lower impact than 0.03 can be 

responded with the minimum cost and 100% 

satisfaction. This satisfaction can be responded either 

by seven facilities with 15𝐾 capacity level or three 

one with  50𝐾 capacity level. Therefore, it is valuable 

information for decision makers to locate facilities 

with higher capacities to response high impact events 

and lower capacities to response low impact events. 

Effect of maximum distance: In this subsection, 

minimum average demand is fixed to 30%, capacity 

to 30𝐾 𝑎𝑛𝑑 50𝐾, separately, and scenario 

probabilities are considered to be random. 

Facility capacities and maximum distance may highly 

affect the total costs in settings under high and low 

impact large-scale emergencies. The samples include a 

combination of scenarios with high and low impact 

events, and demand fluctuations across scenarios are 

large. In this section, we test the sensitivity of costs 

and location decisions with respect to the changes in 

capacities and maximum distance. Specially, we 

perform experiments with maximum distance values 

that range from 350 𝑡𝑜 600 (𝑘𝑚) and facility 

capacities. Two levels of capacities are performed, 

such as 30𝐾 and 50𝐾. as shown in Table 5, total costs 

and number of opened facilities are sensitive to 

maximum distance and capacity, which is consistent 

with our previous observations. 
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Figure 2. Effects of capacity on total cost 

Table 5. Effects of maximum distance on location decisions and total cost 

    

 

Capacity=30,000 

 

Capacity=50,000 

    Impact Objective Open Decisions 

 

Objective Open Decisions 

 

350 

0.03 

52,510,024 5,6,7,8,9   50,703,287 5,7,9 

400 52,509,772 5,6,7,8,9   50,696,695 5,7,9 

 

450 51,464,657 6,7,9,10   49,797,837 7,9,10 

500 51,153,242 6,7,9,10   49,694,821 7,9,10 

 

550 51,153,242 6,7,9,10   49,694,821 7,9,10 

600 51,062,473 6,7,9,10   49,691,690 7,9,10 

 

350 

0.05 

88,091,898 1,3,4,5,6,7,8,9   85,546,944 4,6,7,8,9,10 

400 86,923,893 1,3,5,6,7,8,9,10   83,031,958 3,6,7,9,10 

M
a

x
im

u
m

 D
is

ta
n

ce
(k

m
) 

450 86,809,666 1,3,4,6,7,8,9,10   81,774,616 6,7,9,10 

500 86,798,057 1,3,4,6,7,8,9,10   81,255,582 6,7,9,10 

550 86,798,057 1,3,4,6,7,8,9,10   81,255,582 6,7,9,10 

600 86,797,263 1,3,4,6,7,8,9,10   81,104,293 6,7,9,10 

350 

0.07 

140,215,849 1,2,3,4,5,6,7,8,9,10   120,816,966 1,3,4,6,7,8,9,10 

400 132,785,959 1,2,3,4,5,6,7,8,9,10   116,448,701 1,3,6,7,8,9,10 

450 132,226,870 1,2,3,4,5,6,7,8,9,10   116,214,909 1,4,6,7,8,9,10 

500 132,144,639 1,2,3,4,5,6,7,8,9,10   116,142,857 1,4,6,7,8,9,10 

 

550 132,144,639 1,2,3,4,5,6,7,8,9,10   116,142,857 1,4,6,7,8,9,10 

600 132,080,556 1,2,3,4,5,6,7,8,9,10   116,140,350 1,4,6,7,8,9,10 

 

350 

0.09 

229,490,054 1,2,3,4,5,6,7,8,9,10   168,121,111 1,2,3,4,5,6,7,8,9,10 

400 220,700,621 1,2,3,4,5,6,7,8,9,10   157,792,895 1,2,3,4,5,6,7,8,9,10 

 

450 219,702,659 1,2,3,4,5,6,7,8,9,10   157,420,474 1,2,3,4,5,6,7,8,9,10 

500 219,585,144 1,2,3,4,5,6,7,8,9,10   157,364,838 1,2,3,4,5,6,7,8,9,10 

 

550 219,584,994 1,2,3,4,5,6,7,8,9,10   157,364,838 1,2,3,4,5,6,7,8,9,10 

600 219,438,357 1,2,3,4,5,6,7,8,9,10   157,340,757 1,2,3,4,5,6,7,8,9,10 

 
The samples, in which the maximum distances are 

increased to 600𝑘𝑚 of their minimum levels, 

(350𝑘𝑚), lead to less expected total cost in all cases 

and less opened facilities in some cases. For instance, 

in low impact events (0.05) six facilities 

(4, 6, 7, 8,9, and 10) are opened when maximum 

distance is restricted to 350𝑘𝑚. However, the number 

of opened facilities is reduced to five 

(3, 6, 7,9, and 10) when maximum distance is 

increased to 400𝑘𝑚. The only change is not restricted 

with the number of opened facilities. Design of the 

solution is changed; facilities 4 and 8 are not selected 

to be opened and facility 3 is opened instead. 
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a) Capacity=30.000 

 

 
b) Capacity=50.000 

Figure 3. Effect of maximum distance on total costs 

 
As realized in Figure 3, expected total costs are more 

sensitive to maximum distance under high impact 

events and less sensitive to low impact events. Total 

expected costs decrease continuously with the 

increments in maximum distance. In Figure 3 a), 

expected total cost decreases by 4% under 0.09 

impact factor, when maximum distance increases from 

350𝑘𝑚 to 600𝑘𝑚. Expected total cost decreases by 

6%, 1% and 3% under 0,07, 0,05 and 0,03 impact 

factor cases, consecutively. The same observation can 

be gained in Figure 3 b). Expected costs decrease by 

2%, 5%, 4%, and 6% for cases 0.03, 0.05, 0.07, and 

0.09 impact factors, consecutively. Note that 

capacities are considered 30,000 and 50,000 in 

Figure 3 a) and b), sequentially. Another observation 

is that the expected total costs decrease even if the 

solutions (number of and opened facilities) do not 

change. We conclude that maximum distance and 

capacity decisions have relatively high impact on 

expected total cost and solution.  

Effect of scenario probability: In this subsection, 

minimum average demand is fixed to 30%, capacity 

to 30𝐾 𝑎𝑛𝑑 50𝐾, separately, and maximum distance 

is considered as 4,5 𝑘𝑚. 

In this subsection, we analyze the effects of scenario 

probabilities on expected total costs and location 

decisions. We perform experiments with scenario 

probability values that range from 0.3 𝑡𝑜 0.8 (𝑘𝑚). 

Lastly, we make a test with a random scenario 

probability. In the unique cases, demand points are 

subjected to be affected with the same probability 

(i.e., 0.3), while they are subjected to be affected 

based on their strategic importance and population in 

the random case. 

According to Figure 4 a) and b), we conclude that 

expected total costs are very sensitive to scenario 

probabilities. Note that, figure in a) shows the 

fluctuations of expected total costs respect to scenario 

probabilities when facilities’ capacities are selected as 

30K, while figure b) shows the changes when 

facilities’ capacities are selected as 50K. In both cases, 

expected total costs increase with the increase in 

scenario probabilities. In figure a), expected total cost 

is about 24𝑀 when demand points are subjected to be 

affected with 0.3 probability with a low impact event 

(i.e., 0.03). Expected total cost increases to 92𝑀 if 

being effected probability is increased to 0.8; this 

means an 377% increment in expected total cost. 

Scenario probability has higher effect on higher 

impact events in terms of expected total cost. For 

instance, the increment in expected total cost is 449% 

when scenario probability is increased from 0.3 to 0.8, 

under high impact events (0.05). Expected total costs 

are very high under very high impact events (0.07 

and 0.09). This is because even if all facilities are 

opened, demands of affected regions are still not 

satisfied and penalty cost occurs. The same analyzes 

are showed for the results shown in Figure4 b). 

As expected, fewer facilities are needed to satisfy 

demand with a minimum cost under low occurrence 

probability of an event or less impact events and/or 

higher facility capacities. It is clearly seen from Table 

6.  We compare the case where impact factor is 

0,05 in Table 6; only two facilities (5 and 6) are 

opened if capacity is 50𝐾 and three facilities (in 

regions 6,9 and 10) are opened if capacity is 30𝐾. The 

number of opened facilities and solution change and 

expected total cost decreases. 

In summary, given the same data, considering 

different large-scale emergencies’ impact levels in 

scenario generation may have different cost 

implications. Therefore, it is important to test the 

inferences of alternative set of large-scale emergency 

scenarios in making decisions. In particular, the 

effects of high impact large-scale emergencies must be 

wisely analyzed in establishing response strategies. 

As can be implied from the analysis, managers face 

tradeoffs between capacity, number of facilities and 

cost/distance minimization. To handle these tradeoffs 

the analyses provided above are good guides to take 

strategical decisions. 

5. Conclusions and future directions 

This study addresses a facility location problem for 

responding large-scale emergencies. We aim to pre-

position DCs at the eastern and southeastern Anatolian 

sides of Turkey to response to any large-scale 

emergency. Multi supplies, such as medical and 

protective materials, are considered. 
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a) Capacity=30,000  

 

     
b) Capacity=50,000 

 
Figure 4. Effect of scenario probability 

 
A relief organization must determine the optimal 

number of opened DCs and locations of DCs pre-

disaster under demand uncertainty. We illustrate the 

uncertainty in demands by defining a set of 

probabilistic scenarios and developing a scenario 

based stochastic programming model. Scenarios are 

created based on impact (severity) of the event and 

probability of being affected. We perform numerical 

experiments on a real case study to understand the 

effects of parameters that may influence the solution. 

Capacity of facilities, probability of being affected for 

each demand points, severity of events, maximum 

distance between a demand point and distribution 

center are main parameters that are tested. The results 

provide a framework for relief organizations to 

determine the location and number of DCs in different 

settings. The key contribution of this study is to design 

a response strategy to distribute supplies in a large-

scale emergency, that considers distance coverage and 

demand uncertainty, in addition, multi-type supplies. 

The contributions of the paper to the literature are 

specified as follows: (1) The existing facilities are 

capacitated; (2) the demand is satisfied which depends 

on distance to DCs. If distance between any DC and 

an affected region exceeds a non-desirable distance, 

then no supply is distributed between them. This is 

because while planning response to a large-scale 

emergency scenario, it is rational to assume that the 

number of people expected to be assigned to a specific 

DC decreases as their distance to that DC increases; 

(3) given the unpredictability as to when and where 

such an emergency scenario could occur and how 

many people would be affected, there is a significant 

uncertainty in demand values. Since the amount of 

demand is uncertain and unknown, a two stage 

stochastic programming model is developed to express 

the effects of uncertainty on the strategic decisions; 

(4) the goal is to determine locations of new DCs 

while taking into consideration the existing DCs’ 

locations and capacities. Consideration of existing 

DCs while determining the location of the new DCs is 

an important contribution to the large-scale 

emergencies literature; (5) multi type supplies are 

considered, because in the case of large-scale 

emergencies not only medical materials but also 
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protective materials should be considered; (6) a real 

world case study is presented from the eastern and 

southeastern Anatolian sides of Turkey to response to 

any large-scale emergency. It is a novel case study and 

unique for this region; (7) it is aimed that, the 

proposed method will be used in different regions of 

different countries, to evaluate and improve their 

response strategies to any type of large-scale 

emergencies.

Table 6. Effect of scenario probability on expected total cost and location decisions 

  

  

Capacity=30,000 

 

Capacity=50,000 

  

 

Impact Objective Open Decisions 

 

Objective Open Decisions 

 

0.3 

0.03 

24,555,936 5.6 
 

25,702,438 6,10 

0.4 29,495,398 7,9,10 
 

29,157,840 6,10 

 

0.5 45,252,520 6,7,9,10 
 

44,574,995 7,9,10 

0.8 92,658,994 1,2,4,6,7,8,9,10 
 

98,246,602 1,2,4,6,7,8,9,10 

 

Rand 51,464,657 6,7,9,10 
 

49,797,837 7,9,10 

0.3 

0.05 

40,029,240 6,9,10 
 

39,260,126 5,6 

S
ce

n
a

ri
o

 P
ro

b
a
b

il
it

y
 

0.4 48,382,553 7,8,9,10 
 

46,159,088 7,9,10 

0.5 76,311,612 1,3,6,7,8,9,10 
 

71,421,004 6,7,9,10 

0.8 179,579,410 1,2,3,4,5,6,7,8,9,10 
 

157,134,539 1,2,4,6,7,8,9,10 

Rand 86,809,666 1,3,4,6,7,8,9,10 
 

81,774,616 6,7,9,10 

0.3 

0.07 

55,530,956 6,8,9,10 
 

54,751,772 6,9,10 

0.4 67,909,481 6,7,8,9,10 
 

63,880,905 7,8,9,10 

0.5 109,898,741 1,2,3,4,5,6,7,8,9,10 
 

100,492,515 6,7,8,9,10 

0.8 2,721,559,062 1,2,3,4,5,6,7,8,9,10 
 

240,715,621 1,2,3,4,5,6,7,8,9,10 

 

Rand 132,226,870 1,2,3,4,5,6,7,8,9,10 
 

116,214,909 1,4,6,7,8,9,10 

0.3 

0.09 

71,119,761 6,7,8,9,10 
 

68,257,643 7,9,10 

 

0.4 89,018,805 1,5,6,7,8,9,10 
 

81,966,059 6,7,8,9,10 

0.5 164,871,554 1,2,3,4,5,6,7,8,9,10 
 

135,735,487 1,3,4,5,6,7,8,9,10 

 

0.8 9,059,054,031 1,2,3,4,5,6,7,8,9,10 
 

2,368,833,930 1,2,3,4,5,6,7,8,9,10 

Rand 219,702,659 1,2,3,4,5,6,7,8,9,10 
 

157,420,474 1,2,3,4,5,6,7,8,9,10 

 
Since there is lack of studies on these topics, we 

discuss several future researches. Firstly, some other 

sources can be used to satisfy demand besides 

prepositioning, such as framework agreements. More 

than one option can be considered simultaneously, 

which may be more effective in response to 

large-scale emergencies. For example, a future 

research can consider the decisions related to the 

amount of supplies to pre-position and reserve from 

framework agreements in an integrated way. 

Secondly, since the presented problem is a cost 

minimization problem, budget constraints can be 

incorporated into the model. Thus, the problem will be 

held into a more realistic way. Thirdly, as DCs are 

located before the large-scale emergencies occur, they 

may already got affected by the events. Therefore, 

future research can focus on developing models which 

incorporate the reliability of the DCs as another 

uncertainty while designing the network. Lastly, since 

capacitated facility location problems are very 

difficult problems, in terms of computational cost, 

approximation methods such as sample average 

approximation, genetic algorithms, etc. can be used to 

solve larger networks. 
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 The technological advances decrease electrical/electronic product lifecycles and 

boost consumption of high-tech products. The rapid growth in the electronic market 

produces electronic waste streams and potential threats arise on sustainability in 

terms of depleting natural resources and improper disposal. End-of-life 

electrical/electronic equipment (EEEs) involves complex mixture of materials, has 

hazardous content, and if not properly disposed, they can cause major 

environmental and health problems. To prevent the consequences of improper 

disposal, authorities and researchers conduct large-scale projects aligned with 

European union legislations. However, these efforts are still not sufficient to 

establish effective and organized systems due to the problem complexity and the 

need for specialized arrangements. This study proposes conceptual decision 

support framework and a bi-objective mathematical model to construct an effective 

collection network for end-of-life mobile phones. A real case study is presented for 

constructing an effective collection system in Istanbul. The main reason that we 

select Istanbul, is the requirement of urgency to deal with the large quantities of e-

wastes.  The result of this study will encourage academicians to conduct further 

research studies and strongly assist the authorities to configure well-structured e-

waste collection system.   
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1. Introduction 

The electronics industry is very dynamic and one of the 

fastest growing sectors of the world economy. This 

rapid growth of the electronics industry has serious 

effects on daily life in context of social, economic and 

environmental concerns. The rapid change in 

technology reduces product lifecycles and increases 

consumption of high-tech products. Besides the 

advantages of having technological products, many 

managerial problems arise for local authorities to solve, 

such as, Waste Electrical/Electronic Equipment 

(WEEE) management, social and economic 

consequences, etc. 

An EEE completes its life cycle by passing through 

introduction, growth, maturity, decline, phase-out, and 

obsolescence stages, respectively [21]. Each stage has 

its own specific characteristics to manage effectively. 

Managing the opportunities and threats in the last phase 

requires the multidisciplinary effort, which 

incorporates legal, environmental, social, economic, 

and engineering views.  

WEEEs are described as loosely discarded, surplus, 

obsolete, or broken electrical or electronic device in 

WEEE Directive (2002/96/EC). These useless devices 

often include both valuable and hazardous materials. 

Widmer et al. [23] emphasized that the ratio of valuable 

content in e-wastes is over %60 (gold, iron, copper, 

aluminum and other metal). Together with these 

valuable contents, e-wastes can contain many toxic 

materials such as lead, cadmium, beryllium, mercury, 

and brominated flame-retardants. The informal 

processing of these toxic materials can cause serious 

health problems. Regarding the opportunity of 

recovering valuable ingredients for reuse and 

diminishing threats of toxic materials on biological life, 

it is a mandatory requirement to design efficient e-

waste management systems. WEEE Directive 

(2002/96/EC) and RoHS (the Restriction of Hazardous 

Substances) Directive (2002/96/EC) encourage 

systems aimed at improving the environmental 

performance of EEEs and reducing extravagant use of 

intact natural resources. WEEE directives encourage 

consumers, governments and producers to explore 

novel methods for reducing both the amount and 
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undesirable effects of e-wastes. Directive 2002/96/EC 

aimed at protecting the environment and human health 

by adapting environmentally conscious management 

strategies such as product design, separate collection, 

selective treatments and recycling, technical 

requirements of storage and treatment sites. 

Furthermore, Directive 2012/19/EU emphasizes the 

necessities for a separate e-waste collection system. 

Separate collection is a requirement for ensuring 

specific treatment and recycling of WEEE in order to 

achieve protection of human health and the 

environment. WEEEs, especially mobile phones, 

require specific treatment regarding to their users’ 

behavior, material content, high consumption rates, and 

small sizes. 

Owners generally discard their end-of-use EEEs in two 

different ways. Primarily, people often seek secondary 

markets if it is believed to preserve its inherent 

characteristics to fulfill functions in order to make 

value. Contrarily, if it is believed to be incapable of 

producing value, it is called an end-of-life product. The 

distinction between end-of-use EEE and end-of life 

EEE can mainly be explained related to this behavior. 

Goodship and Stevels [11] discussed that encouraging 

secondary market can offset the societal and 

environmental disadvantages of EEE industry. Thus, 

the extension of EEEs lifetime via secondary market 

generates both environmental benefits, in terms of 

reducing e-waste quantity and use of resources societal 

benefits, and societal benefits, in terms of employment 

and affordability of low-income individuals.  

This study proposes a decision support model for 

constructing a WEEE collection system in Istanbul. 

This study contributes to an understanding of the 

literature on the association of user behaviors, 

legislations and regulations of legal authorities, system 

design and decision making issues. Additionally, the 

study assists decision makers in constructing 

coordinated separate collection system by providing a 

real case study. The rest of the paper is organized as 

follows: Section 2 presents a brief explanation of 

WEEE problem, particularly in Turkey. In Section 3, 

we explain conceptual decision support model and a bi-

objective mathematical model to construct an effective 

collection network. In Section 4, a real case study is 

presented for constructing WEEE collection system in 

Istanbul. Obtained results and corresponding 

assessments are presented in this section. Finally, we 

conclude by summarizing the findings and present 

future research suggestions in Section 5. 

2. Problem statement 

2.1. WEEE material content 

EEEs are mainly composed of valuable materials and 

toxic substances. Particularly, a mobile phone contains 

more than 40 elements, including N, O, F, S, B, C, H, 

K, Co, In, Zn, Al, Pb, Ag, Au, Ti, Pd, Cu, Ni, Fe, Mn, 

Sn and Sb. The metal content of a mobile phone is 

about 23% of total weight and the remaining is 

generally composed of plastics [2]. The plastic parts of 

mobile phones can also include heavy metal levels (Pb, 

Cd, Ni, and Ag). Nronom and Osibanjo [15] reported 

that, if managed appropriately, the levels in waste 

plastic housing of mobile phones do not constitute 

significant danger. The metals present in parts of 

mobile phone include precious metals (gold, silver, and 

palladium) as well as toxic metals such as iron, arsenic, 

cadmium, copper, lead, antimony, tin, palladium, gold, 

silver and bromine [23]. These metals can leach into 

soil and water when mobile phones are dumped in open 

landfill sites with municipal solid waste and pollute the 

natural environment [16]. Additionally, Goodship and 

Stevels [11] imply that a mobile phone has 15 or more 

high-tech materials that make separation challenging 

and volumes are not high enough to make reuse 

practical from a technical and economic point of view. 

However, UN Report [19] implies the economic 

benefits and environmental importance of urban mining 

for metal recovery, especially gold, silver and platinum. 

The precious metal content of a phone handset is in the 

order of milligrams only: 250 mg silver, 24 mg gold, 9 

mg platinum while 9 g copper is present on average. 

Furthermore, the Li-ion battery of a phone contains 

approximately 3.5 g cobalt. 

WEEE streams can be considered as precious metal 

mines. Approximately 250 mg silver, 24 mg gold, 9 mg 

palladium and 9 g. of copper can be obtained by parsing 

a scrap mobile phone without its battery. Hagelüken 

[13] implies that urban mining deposits can be much 

richer than primary mining ores.  Considering the 

current available gold grade data varying between 1.04 

g/ton and 14.44 g/ton in the gold reserves of Turkey, 

these streams require attention by means of innovative 

thinking, policy development and strategic planning. 

To take the advantage of recovering WEEE streams, 

considerable amount of multidisciplinary effort is 

needed. Accumulation of millions of discarded EOL 

product into urban mines of a reasonable size and 

recovery of low concentrated technology metals from 

complex products are challenging issues [13]. 

Moreover, the support of official policies and 

legislations plays a major role while settling up reliable 

collection and recovery systems. Assuring the security 

of personal data in data storing EEEs; such as laptops, 

mobile phones, etc., and ensuring people’s trust to 

donate/leave their personal EOL products are further 

challenging subjects. 

2.2. Challenges in WEEE management 

WEEE Directive (2002/96/EC) categorizes EEEs in 10 

different categories. Table 1 introduces these EEE 

categories and shows the distribution of tonnage of 

EEE placed on the market in 2010 by EEE categories. 

The first four categories - large household appliances, 

small household appliances, IT and 

telecommunications equipment and consumer 

equipment - accounts for almost %95 of the WEEE 

generated [21]. The main purpose of this classification 

is to support separate collection in order to facilitate e-
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waste management and appropriate disposal of EEEs 

with similar risks to the environment and human health. 

Although these four e-waste categories constitute the 

vast majority of electronic waste, each category should 

be studied extensively due to their content, disposal 

options and collection strategy. Obviously, the content 

of each e-waste category, quantities and existent 

product recovery processes play a determining role 

while deciding on its management system design. For 

reducing the amount of any kind of resource needed for 

production, consumption, and waste disposal, Özkır 

and Başlıgil [18] introduced the process of efficient 

product recovery options. 

 
Figure 1. Distribution of tonnage of household and 

professional EEE placed on the market in 2010 (1,609 kt) by 

categories of equipment [1]. 

An extensive analysis on potential threats and 

opportunities of WEEEs is required before WEEE 

management system design. These threats and the 

opportunities can mainly be grouped under economic, 

societal and healthcare subjects. The main economic 

opportunity is the recovery of scarce and expensive 

materials needed for EEE production. The societal 

opportunities can be summarized as: new businesses on 

recovery, reuse and disposal operations can be created, 

new jobs can be described and accordingly 

unemployment can be decreased. Healthcare related 

opportunities are the vital ones, which is to prevent 

diseases emanated from improper disposal of WEEEs. 

The threats can be summarized as: destruction of scarce 

resources, compromise to sustainability and incurable 

diseases. 

2.3. Challenges in Turkey and in worldwide 

Turkey is officially recognized as a candidate country 

for full membership to European Union since 1999. 

Thus, design for WEEE management systems in 

Turkey is appealing for many researchers. Since the 

first four of WEEE categories constitutes the vast 

majority, we will analyze the problems for these 

categories in Turkey. A WEEE management system, 

fulfilling the requirements of WEEE Directive, has 

fundamental importance for Turkey, which is on the 

edge of European Union. Numerous challenges arise 

during the implementation phase of WEEE Directive, 

due to unequal development in operational and 

legislative progresses in member states [25]. On the 

other hand, socio-cultural factors play an important role 

while constructing a service system for a community. 

For example, people in city X may internalize the 

throwing-away culture for EEE products, while people 

in city Y prefer keeping-aside. Thus, the design of 

WEEE management systems for these cities can 

substantially be different each other. 

Before submitting a system for people to use, the 

behaviors of people who will use this system need to be 

understood. Traditionally, Turkish people primarily 

prefer to give their end-of-use (working) EEEs to their 

relatives/ acquaintances. Secondarily, people generally 

follows ‘bring the old one and get the new one’ 

campaigns of companies. They leave their products and 

get new items to meet their requirements. Lastly, 

secondary market (generally, one of local repairmen) 

buys these products at low prices and sells them as 

second hand after minor refurbishments. If the case is 

for end-of-life EEEs, then secondary market works for 

component recovery to reuse (working) EEE parts. This 

process is valid for these four WEEE categories. This 

spontaneous process flow has several advantages like 

longer product lifecycles and some disadvantages while 

implementing regulations.  However, this setting is 

slightly different in size from other WEEEs, ie. mobile 

phones. People do not assess enough about their end-

of-use (working) mobile phones whether to keep it for 

contingency or to send it to trash. Due to their small 

size, it is more difficult to create control mechanisms to 

prevent the thrown away with normal household waste 

than the large appliances. So, instead of preventing the 

thrown away to household waste by banning, events 

should be organized to realize the change this behavior.  

Mobile phones can be easily stored and forgotten or 

thrown away with normal household waste due to their 

relatively small dimensions [4, 7].  

Though technological developments increase WEEE 

amount, these advances, especially in recovery and 

logistics means, can be employed to reduce it. Ongondo 

et al. [17] stated that whereas advances in technology 

can help prevent waste at the production line, effecting 

change in human behavior is more difficult; therefore, 

their expectation is more WEEE to be generated rather 

than prevented at the consumer end of the spectrum. 

We refer Ongondo et al. [17] for further analysis and 

reading on the existing and the future perspectives of 

WEEE management.  

World population has reached 7 billion. Considering 

the global mobile phone sales, the average volume of 

the last 6 years is around 1.5 billion/year as depicted in 

Figure 2, with the obsolescence rate about 2 years; the 

amount of EOL mobile phone is significantly high. The 

average volume of the last 6 years’ mobile phone sales 

in Turkey is around 14 million/year. Considering the 

Turkey population is about 70 million, the amount of 

EOL mobile phone is considerably high.
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Figure 2. Global mobile phone sales to end-users each year from 2009 to 2014, broken down by vendor [26]. 

Consequently, the vast number of EOL mobile phones, 

the striking material content and other mentioned 

reasons attract the attention of researchers and 

practitioners in Turkey and Worldwide. Although the 

number of scientific studies and the founded 

organizations increase, the efforts are still not sufficient 

to establish organized systems due to the need for 

specialized arrangements. By considering the 

traditional Turkish behaviors, this study aims to support 

to establish an organized system for WEEE collection 

in İstanbul, Turkey. 

3. Decision support model for WEEE collection 

system  

Owing to fast consumption and obsolescence rates of 

EEEs, the volume of WEEEs is significantly 

increasing. Government institutions face compelling 

problems while constructing integrated systems for 

different WEEE types. The problem is dramatically 

critical and urgent for modern crowded cities because 

of high consumption and turnover rates of electronic 

products [5]. Therefore, the requirement for 

constructing an effective decision support system is 

more critical for metropolitan cities dealing with the 

large quantities of WEEE.  

The relevant literature of WEEE collection network 

design and corresponding decision support models are 

investigated in Subsection 3.1. Then, in the proceeding 

subsections, conceptual framework and proposed 

decision support model for constructing WEEE 

collection network are explained, in detail, 

respectively.  

3.1. Literature review  

Collection is a critical stage to aggregate and divert the 

e-waste streams to the desirable treatment facilities. A 

reliable, safe and efficient collection system will 

motivate recycling activities and reduce costs [6]. 

Figueiredo and Mayerle [9] present a conceptual 

framework, an analytical model, and a three-stage 

algorithmic solution for the problem of designing 

minimum-cost recycling networks in in southern states 

of Brazil. Grunow and Gobbi [12] propose a modeling 

approach and the corresponding decision support tool 

aid the government agency in the assignment of 

collective schemes to municipalities where consumers 

deliver the waste in Denmark. Ongondo et al. [17] 

present an extensive research on WEEE management 

practices around the world. Gomes et al. [10] develop a 

generic model, which is applied to the design and 

planning of the Portuguese WEEE recovery network 

allowing for the definition of the best locations for 

collection and sorting centers that were chosen 

simultaneously with the definition of a tactical network 

planning. Kiddee et al. [14] investigate literature on e-

waste management tools; such as, life cycle 

assessment, material flow analysis, multi-criteria 

analysis and extended producer responsibility and 

describes the distinctive features of approaches in 

different countries. Chi et al. [6] investigate the WEEE 

collection channels and household recycling behaviors 

in Taizhou city of China. Çetinsaya Özkır et al. [5] 

propose a three-stage methodology to initiate the e-

waste management activities in Istanbul, Turkey, 

evaluates the status of current e-waste management 

efforts and encourages successive studies on creating 

guidelines and operations management. 

3.2. Conceptual design for separate collection in 

metropolitan cities 

WEEE directive (2012/19/EU) includes the provision 

of national WEEE collection points and processing 

systems, which allows consumers to put WEEE into a 

separate waste stream to other waste, resulting in it 

being processed, accounted for and reported to the 

national enforcement authority. The directive explains 

separate collection as a precondition for ensuring 

specific treatment and recycling of WEEE and is 

necessary to achieve the chosen level of protection of 

human health and the environment. Therefore, directive 
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encourages consumers to actively contribute to the 

success of such collection to return their end-of-use 

EEEs. For this purpose, convenient facilities should be 

set up for the return of WEEE, including public 

collection points, where private households should be 

able to return their waste at least free of charge (WEEE 

Directive - 2012/19/EU).  

Setting up effective regulations and provisions 

concerning the organization of separate WEEE 

collection is problematic in metropolitan cities due to 

high population and their consumption behaviors. 

Daily life routine in a metropolitan city -getting to 

work, school, and appointments, shopping and 

socializing- is often exhausting for its residents. For 

this reason, while establishing an effective collection 

system for a metropolitan, the frequency and ease of 

access should also be considered for people living in 

the metropolis. In particular, the significant paradigm is 

to make WEEE holders being involved in the collection 

system without incurring cost and burden. As local 

authorities realize the importance of this paradigm, the 

collection system works efficiently by means of 

diverting material away from landfill and increasing 

contribution of these holders. Therefore, WEEE 

collection system should have collection points in 

public places such as, retail shops, central stations, 

shopping centers, etc. These points can boost WEEE 

holders’ awareness of the need for separate collection. 

Figure 3 illustrates the flow of goods in WEEE 

collection system. If an end-of-use EEE is believed to 

be an EOL product, then it is accumulated in collection 

points for further processes, otherwise it is evaluated in 

the secondary market. Collection points collects the 

EOL products from users and delivers them to the 

inspection facilities for further exploration of available 

product recovery options. In inspection facilities, EOL 

products are inspected, classified and dispatched for 

landfill, hazardous waste treatment and recovery 

operations. In recovery facilities, the appropriate 

recovery decision is made for each WEEE regarding its 

current condition, and the result of the decision is 

concluded by demanufacturing, disassembling or 

refurbishing processes. 

 

 
Figure 3. WEEE collection system. 

 

 
Figure 4. Conceptual design for WEEE collection system..
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Moreover, only making legislations is not an adequate 

effort to prevent small WEEEs going into a landfill.  

Setting up effective control mechanisms and giving 

instructions on WEEE collection (leaflets, meetings 

and panels) are some of the required efforts to be 

conducted by authorities.  Figure 4 summarizes the 

process, the objectives and related KPIs for a WEEE 

collection system. 

KPIs are defined regarding the concerns of both WEEE 

holders and authorities. Ensuring data security and the 

transparent EOL product recovery processes are key 

expectations for WEEE holders. Furthermore, for 

authorities, increasing participation is the fundamental 

element to define the efficiency of the collection 

system. Additionally, we summarize tactical and 

strategic issues on modeling and designing the system 

components. Transparent process phase requires a 

front-end technology for informing WEEE holders 

about his individual processes and also for informing 

second cycle local authorities on system KPIs. 

Furthermore, there are many opportunities in a WEEE 

collection system for authorities. They can support 

secondary market operations by providing regulations 

and legislations. Effective and organized secondary 

market operations can yield benefit to society by means 

of societal, environmental and economic benefits.  

3.3. Multiple objective spanning tree model 

The multi-objective minimum spanning tree problem is 

one of the best-known multi-objective combinatorial 

optimization problems (Neumann, 2007). In contrast to 

the single objective spanning tree problem, the 

objective function f: 𝒯 → ℝp is vector-valued, i.e., 

composed of component functions fk: 𝒯 → ℝ. We refer 

reader the survey of Ruzika and Hamacher [20] for an 

extensive literature review of algorithms for the MOST 

problem, and Ehrgott and Gandibleux [8] for further 

mathematical background of multiple objective 

combinatorial optimization problems. 

Let G = (V, E) be an undirected graph with vertex set 

V = {v1, … , vn} and the edge set  E = {e1, … , em} 
where ej = (vi1, vi2) is an unordered pair of vertices. 

Let c: E → ℝp be the vector-valued cost function on the 

edge set. A spanning tree of G is a connected, acyclic 

subgraph T ⊑  G, T = (V(T), E(T)), with vertex set 

V(T) = V . Let 𝒯 denote the set of spanning trees of a 

given graph G. The general multi-objective minimum 

spanning tree (MOST) problem is defined as: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑓(𝑇) = (𝑓1(𝑇), … , 𝑓𝑝(𝑇))

𝑠. 𝑡.             𝑇 ∈ 𝓣
            (1) 

Minimum spanning tree models are widely studied in 

the literature. In this study, we propose a bi-objective 

spanning tree model for WEEE collection design. Let 

𝑥𝑖𝑗  be 1 if the edge 𝑖𝑗 is in the tree 𝑇. Any subset of 𝑘 

vertices must have at most (𝑘 − 1) edges contained in 

that subset 𝑆. 

𝑀𝑖𝑛. 𝑍1 = ∑ 𝑑𝑖𝑗𝑥𝑖𝑗
𝑖𝑗∈𝐸

(2)

𝑀𝑖𝑛. 𝑍2 = ∑ 𝑝𝑖𝑗𝑥𝑖𝑗
𝑖𝑗∈𝐸

(3)

             𝑠. 𝑡. ∑ 𝑥𝑖𝑗 = 𝑛 − 1

𝑖𝑗∈𝐸

(4)

∑ 𝑥𝑖𝑗 ≤ |𝑆| − 1

𝑖𝑗∈𝐸:𝑖∈𝑆,𝑗∈𝑆

∀𝑆 ⊆ 𝑉 (5)

𝑥𝑖𝑗 ∈ {0,1} ∀𝑖, 𝑗 ∈ 𝐸 (6)

 

 

where dij is the distance between vertex i and vertex j, 

and pij is the total population size in vertices i and j. 

Equation (2) presents the primary objective function 

aiming to minimize the total distance. In Equation (3), 

total population covered by the edges is maximized in 

order to imply the contribution of individuals to the 

collection system. The district population data 

encourages constructing a demographically informed 

spanning Equation (4) ensures (n − 1) edges in T and 

Equation (5) is the sub-tour elimination constraint. 

Finally, binary variables are introduced in Equation 6. 

3.4. Entropy embedded fuzzy AHP  

The analytical hierarchy process is a well-known 

multiple criteria decision making method that is used 

for complex decision making problems. In the 

literature, several fuzzy extensions of the AHP method 

are presented in order to evaluate alternative candidates 

regarding individual subjective decision criteria under 

an uncertain decision environment.  

The computational procedure of entropy embedded 

fuzzy AHP is summarized as follows: 

Step 1. Determine the alternatives by ensuring that all 

the potential alternatives are listed. 

Step 2. Determine the evaluation criteria by ensuring 

that all criteria are distinct and required for 

assessing alternatives through the goal definition.  

Step 3. Employ data acquisition process by providing 

contribution of each decision maker as in the 

following:  

Decision makers are asked to express their 

assessments in pairwise comparison (PC) using the 

scale in Table 1.  

Corresponding assessment are represented in triangular 

fuzzy numbers, since these numbers are generally 

utilized to improve fuzzy decision making methods in 

order to handle uncertainty. A triangular fuzzy number 

is generally determined by the triplet �̃� = [𝑙,𝑚, 𝑢] of 

crisp number with (𝑙 ≤ 𝑚 ≤ 𝑢) and whose 

membership function is given by  

𝜇𝑀(𝑥) =

{
 
 

 
 
(𝑥 − 𝑙)

(𝑚 − 𝑙)
, 𝑖𝑓 𝑙 ≤ 𝑥 ≤ 𝑚

(𝑢 − 𝑥)

(𝑢 − 𝑚)
, 𝑖𝑓 𝑚 ≤ 𝑥 ≤ 𝑢

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       (7) 
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Table 1. Fuzzified nine-point scale. 

Intensity of 

Importanc

e 

Fuzzy Triangular Form of 

Importance 

𝛼 = 0,50 𝛼 = 0,75 

1̃ [1,2] (1,1,1) / (1,1,2) (1,1,1) / (1,1,3/2) 

3̃ [2,4] (2,3,4) (5/2,3,7/2) 

5̃ [4,6] (4,5,6) (9/2,5,11/2) 

7̃ [6,8] (6,7,8) (13/2,7,15/2) 

9̃ [8,9] (8,9,9) (17/2,9,9) 

 

Triangular fuzzy numbers in (𝑙, 𝑚, 𝑢) form can be 

expressed as an interval of confidence level is 𝛼 ∀𝛼 ∈
[0,1], as in the following Equation 8.  

�̃� = [𝑙𝛼, 𝑢𝛼]                                                
      = [(𝑚 − 𝑙)𝛼 + 𝑙, −(𝑢 − 𝑚)𝛼 + 𝑢] 

      (8) 

Here, we employ the interval weight normalization 

procedure proposed by Wang and Elhag [22]. Let 𝑤𝑖 =
[𝑤𝑖

𝐿 , 𝑤𝑖
𝑈] be interval weights where 0 ≤ 𝑤𝑖

𝐿 ≤ 𝑤𝑖
𝑈,  

𝑖 = 1,… , 𝑛 and 𝑁 be a set of normalized weight 

vectors, based on the following definition of 

normalization for interval weights, where 𝑁 = {𝑋 =
(𝑥1, … , 𝑥𝑛 , )  |𝑤𝑖

𝐿 ≤ 𝑥𝑖 ≤ 𝑤𝑖
𝑈 , 𝑖 = 1, … , 𝑛, ∑ 𝑥𝑖

𝑛
𝑖=1 =

1}. For more detailed information, we refer the reader 

to Wang and Elhag [22]. Here, 𝑐 denotes the number of 

sub-criteria under the main criterion 𝑠. We denote an 

importance weight vector for each main criterion by 

 �̃�𝑠𝑐 = [𝑤1, 𝑤2, ⋯ , 𝑤𝑐], where 𝑆 is the total number of 

main criteria.  

Step 4.  Aggregation of decision makers’ assessments. 

Let �̃�𝑎𝑐
𝑑 = (𝑙𝑎𝑐

𝑑 , 𝑚𝑎𝑐
𝑑 , 𝑢𝑎𝑐

𝑑 ) represents the triangular 

fuzzy number corresponding assessment of 

decision maker 𝑑 on alternative 𝑎 regarding the 

criterion 𝑐. We associate all assessments of 

decision makers’ by introducing a new fuzzy 

number, say �̃�𝑎𝑠, for the assessment of alternative 

𝑎 regarding criterion 𝑐. 

�̃�𝑎𝑐 = [min(𝑙𝑎𝑐
𝑑 ) , 𝐸(𝑚𝑎𝑐

𝑑 ),max(𝑢𝑎𝑐
𝑑 )] ∀𝑑 ∈ 𝐷 (9) 

Step 5. Utilize Fuzzy AHP Method to assemble the 

total fuzzy judgment matrix �̃�. We multiply the 

importance weight vector 𝑤𝑠𝑐 by the 

corresponding column of fuzzy judgment matrix 

�̃�. 

Ã = [�̃�𝑖𝑗]𝑆×𝐴 (10)

      �̃�𝑠𝑎 =∑ 𝑊𝑠𝑐~𝑥𝑎𝑐
𝑠

(11)
 

 

 

 

 

Step 6. Employ interval arithmetic and optimism 

index to perform fuzzy number multiplications and 

additions using the interval arithmetic and cuts. For 

any α-cut, we set an optimism index λ to 

understand the interaction between the decision 

maker’s behavior and the selection process. 

�̂�𝑖𝑗
𝛼 = (1 − 𝜆)�̂�𝑖𝑗

𝛼 + 𝜆�̂�𝑖𝑗
𝛼 ∀𝜆 ∈ [0,1] (12) 

Step 7. Utilize Shannon’s entropy to find the 

aggregated weights. The matrix �̂� is normalized to 

obtain the matrix 𝐴 = [𝑎𝑖𝑗] by using Eq.13. Next; 

the entropies are calculated as in Eq.14. 

𝐴 = [𝑎𝑖𝑗] = [
�̂�𝑖𝑗

𝛼

∑ �̂�𝑖𝑗
𝛼𝑚

𝑗=1

] (13)

𝐻𝑖 = −∑𝑎𝑖𝑗
𝛼𝑙𝑜𝑔2(𝑎𝑖𝑗

𝛼)

𝑛

𝑗=1

(14)

 

Step 8. Rank alternatives. Alternatives are listed in 

accord to their entropy values in decreasing order. 

The higher entropy value means the better 

alternative; the highest is the best. 

The entropy-embedded fuzzy AHP approach is 

appropriate for selecting the best alternative among a 

number of candidates.  

4. Case Study: Constructing WEEE collection 

network in Istanbul 

Istanbul is the economic, cultural, and historical 

metropolitan in Turkey, with the population of 14.03 

million. The city possesses many qualified historical 

and modern malls. These shopping centers can be 

potential collection points considering their annual and 

daily number of visitors. The daily average number of 

visitors varies between 30,000 and 150,000. There are 

also many possible locations to set up collection points, 

such as central stations, squares, and etc. However, 

these alternative locations require extra investment in 

terms of security, controllability, and infrastructure. 

Considering security and structural investments of 

shopping centers, they satisfy the major requirements 

for a collection point, by default.  

Çalışkan et al. [3] investigated the spatial diffusion of 

capital accumulation regime together with its triggering 

factors with special emphasis to the relations in 

between and revealed that in terms of spatial proximity, 

shopping centers set up the greatest relationship with 

luxury estates, residences and public housing areas, 

respectively. Considering these findings, the popularity 

of shopping centers and listed cost criteria, supports the 

idea of setting up collection points in shopping centers. 

In Figure 5, red-dots show shopping centers and the 

general distribution among the city, İstanbul.
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Figure 5. The locations of shopping centers in Istanbul. 

 
Figure 6. The spanning tree of small WEEE collection network. 

In this study, we propose to collect EOL mobile phones 

due to its vast quantity, small size and remarkable 

material content. Therefore, the number of scientific 

studies and the founded organizations increase in the 

field. However, the efforts are still not sufficient to 

establish organized systems due to the need for 

specialized arrangements [5]. District municipalities 

are performing collection activities independently from 

each other. They collect nearly all kinds of WEEEs 

together in a truck by travelling in their district. 

Furthermore, these collected items do not follow a 

systematic and organized route along their reverse flow 

in the supply chain.  

This case study includes two consecutive decision 

aiding methods to solve the problem. The main 

objective of this study is to construct a connected 

network among districts of Istanbul. The network 

model constructs minimum spanning tree with 

maximum population weighted arcs.   

As a consequence of the problem definition, the results 

of prior analysis have raised a new problem domain that 

needs continued investigation. In case of determining 

any district that have more shopping centers, then a 

further analysis is required to select among them. 

Therefore, a multiple criteria decision aid method is 

utilized introducing new set of criteria except 

previously considered criteria: distance and population. 

4.1. The bi-objective spanning tree model for 

Istanbul 

Primarily, a bi-objective spanning tree model is 

employed to construct a collection network for these 

WEEEs. Istanbul has totally 39 districts in its 

borderlines. The 25 of 39 are in European side and the 

remaining 14 are located in the Asian side. The 

distances between districts are obtained from the 
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Google Maps Directions API. The populations of each 

district are obtained from Turkish Statistical Institute 

(http://www.turkstat.gov.tr/). The mathematical model 

can be given as in the following: 

𝑀𝑖𝑛.  𝑍1 = ∑ 𝑑𝑖𝑗𝑥𝑖𝑗
𝑖𝑗∈𝐸

(15)

𝑀𝑎𝑥. 𝑍2 = ∑ 𝑝𝑖𝑗𝑥𝑖𝑗
𝑖𝑗∈𝐸

(16)

𝑠. 𝑡. ∑ 𝑥𝑖𝑗
𝑖𝑗∈𝐸

= 39 − 1 (17)

∑ 𝑥𝑖𝑗
𝑖𝑗∈𝐸:𝑖∈𝑆,𝑗∈𝑆

≤ |𝑆| − 1 ∀𝑆 ⊆ 𝑉 (18)

𝑥𝑖𝑗 ∈ {0,1} ∀𝑖𝑗 ∈ 𝐸 (19)

 

where 𝑥𝑖𝑗  be 1 if the district 𝑖 is connected to district 𝑗, 

0 otherwise. Here, 𝑑𝑖𝑗  is the distance between the 

district 𝑖 and 𝑗, and 𝑝𝑖𝑗  is the total population size in the 

district 𝑖 and district 𝑗.  

We have utilized ∈-constraint method to solve multiple 

objective mathematical method. The main reason that 

we use ∈-constraint method is to eliminate the scaling 

problem. Additionally, we prefer to present the results 

of mathematical model with an illustration of 

connected network on the city map as in Figure 6. 

Figure 6 implies the shopping centers close to these 

intersection nodes have high potential in the sense of 

collecting more small WEEEs. In the European side of 

the city, the shopping centers in Büyükçekmece, 

Bayrampaşa, Güngören and Kağıthane districts are 

superior to the others in terms of population coverage 

and accessibility cost (defined in kilometers). In the 

Asian side of the city, the shopping centers in 

Ümraniye, Kadıköy, Maltepe and Sancaktepe districts 

has more potential in terms of these criteria. Here, we 

can list our assumptions as: 

1. Shopping centers in the same district have equal 

population coverage. 

2. Population in a district lives in the geographical 

center of this district. 

3. People visit the shopping centers more frequently in 

the same district that they live. 

Regarding these results, we investigated shopping 

centers in the determined districts. Before, we listed the 

shopping centers in these districts. Sancaktepe, Maltepe 

and Kağıthane districts have only one shopping center 

in its borderlines. Bayrampaşa and Güngören are the 

districts, which each has two shopping centers in its 

borderlines. Kadıköy and Ümraniye has respectively 

four and five shopping centers in their borderlines. 

According to the quantities of shopping centers in each 

district, Kadıköy and Ümraniye requires an additional 

analysis to select the best location. Consequently, we 

utilized a fuzzy multiple criteria decision aid method to 

select the appropriate shopping centers for Kadıköy and 

Ümraniye districts. Rather than utilizing the crisp 

methods, fuzzy extension is utilized in order to handle 

uncertainty in the decision environment. 

4.2. Entropy embedded fuzzy AHP model for 

Kadıköy and Ümraniye districts 

For further analysis, a group of five decision makers, 

including 3 experts from metropolitan municipality and 

2 experts from a university provide the evaluation 

criteria and judgments in pairwise comparisons. For 

ranking alternative shopping centers, they define 4 

criteria in regard to previous objectives: distance and 

population coverage weight. These criteria are rental 

fee, public transport availability, attractiveness, variety 

of shops and financial strength. Figure 7 illustrates the 

AHP decision hierarchy for Ümraniye district. The only 

difference between two districts’ decision hierarchy is 

that the number of alternatives becomes 4 for Kadıköy. 

 
Figure 7. Decision hierarchy for selecting the best location 

in Ümraniye. 

A brief explanation of evaluation criteria can be given 

as in the following: Rental fees (RF) are associated with 

cost. Public transport availability (PT) describes the 

proximity of shopping center to public transport node. 

Some shopping centers may also have metro/bus 

stations in it. A shopping center is said to be attractive 

and popular (AP), if it has a variety of shopping options 

and entertainment facilities; such as gourmet concepts, 

theatres, cinema saloons, play lands for kids, 

performing arts showplaces etc. Financial strength 

(FS) is a vital concern of business owners, corporate 

managers and investors. Financial strength can be 

evaluated as an aggregated performance of a shopping 

center in terms of profitability, liquidity and 

investments.  

For deciding on the most appropriate shopping centers 

in both Ümraniye and Kadıköy, we first asked decision 

makers to provide associated judgments on criteria 

evaluations. The fuzzy PC matrix is given in Eq. 20. 

�̃� =

[
 
 
 1̃ 3̃ 5̃ 3̃

−1

3̃
−1

1̃ 1̃ 3̃
−1

5̃
−1

1̃ 1̃ 7̃
−1

3 3̃ 7 1̃ ]
 
 
 

(20) 

By employing the interval weight normalization 

procedure [22], we calculate the importance weight 

vector as: 𝑊𝑠 = [0.2667,0.1333,0.0667,0.5333]. We 

collected the decision makers’ assessments on each 

shopping centers regarding four main criteria. They 

assigned degrees of importance by using a nine-point 

scale in regard to scale in Table 1and these assessments 

are consolidated by using Eq. 9. Then; we utilized fuzzy 

AHP method assemble the total fuzzy judgment matrix. 
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After that, we investigate the changes in results for 

varying alpha and lambda levels, which correspond to 

varying confidence levels and the risk attitudes, 

respectively. In appendix A, we provide final 

aggregated entropy weights to rank the alternatives for 

varying levels of alpha (0.1, 0.25, 0.50, 0.75, 0.9) and 

for varying levels of lambda (0, 0.25, 0.50, 0.75, 1.00) 

in Table 2 and Table 3. We illustrate our findings for 

each lambda level with column charts in Fig.8 and Fig.9 

for Ümraniye and Kadıköy districts, respectively. 

For Ümraniye, the best alternative is determined as U-

SC3 according to the weights derived from entropy 

based fuzzy AHP. For the most levels of lambda, U-

SC3 is superior to remaining alternatives. 

The best alternative for Kadıköy is determined as K-

SC2 according to the weights derived from entropy 

based fuzzy AHP. According to the rankings for any 

lambda level, K-SC2 is superior to remaining 

alternatives. 

5. Conclusion and recommendations 

Electronics market is the fastest growing market around 

the world, as in Turkey. Mobile phones are one of the 

leading electronic products in replacement with their 

short life cycles. Constructing separate streams for 

EOL mobile phones is crucial for preventing them 

thrown away with normal household waste and 

ensuring product/data security issues. The vast amount, 

the precious material content, the ease of portability and 

storability of EOL mobile phones are some of the 

striking characteristics of these products to take urgent 

action. These reasons attract the attention of researchers 

and practitioners in Turkey and in Worldwide. 

However, setting effective regulations to manage 

separate WEEE streams, especially small sized 

WEEEs, is very challenging in a metropolis due to high 

population and complex demographics of residents’. A 

reliable, safe and efficient collection system will 

initiate the reverse flow of EOL products and will 

encourage product recovery activities by reducing 

costs. 

In Istanbul, the reverse flow of EOL products do not 

follow a systematic and organized route and reverse 

logistic activities of district municipalities are not 

coordinated. The main contribution of this study is to 

support decision makers in constructing coordinated 

separate collection system in the districts of Istanbul. 

This study proposes to utilize shopping malls as 

collection points for EOL mobile phones. In this study, 

we investigate the challenges in WEEE management 

both in Turkey and worldwide. Next, we propose a 

conceptual design framework including key 

performance indicators, strategic and tactical decisions, 

system design and decision support concerns for 

constructing WEEE collection system. Then, we solved 

a bi-objective spanning tree model and entropy 

embedded fuzzy AHP method for determining the 

locations of collection nodes and understanding the 

possible flow of EOL product. Finally, we conclude by 

introducing the potential districts. 

We encourage future research studies and practical 

implications since both efforts are still insufficient. 

Further practical implication of this study is to 

determine the collection and truck capacities for partial 

routes. Future research studies, the subjects can be 

listed as in the following: feasibility studies for separate 

WEEE collection, WEEE management strategies, data 

security, WEEE specialized vehicle routing and 

capacity planning problems. 
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Appendices 

Table 2. Final aggregated entropies to rank shopping centers in Ümraniye  

 

Table 3. Final aggregated entropies to rank shopping centers in Kadıköy  

  

Lambda

Alpha 0.1 0.25 0.5 0.75 0.9 0.1 0.25 0.5 0.75 0.9 0.1 0.25 0.5 0.75 0.9 0.1 0.25 0.5 0.75 0.9 0.1 0.25 0.5 0.75 0.9

U-SC1 1.54 1.55 1.56 1.56 1.56 1.56 1.57 1.57 1.57 1.57 1.58 1.58 1.58 1.58 1.57 0.92 0.91 0.89 0.85 0.83 1.61 1.61 1.60 1.60 1.59

U-SC2 1.47 1.53 1.60 1.66 1.69 1.58 1.60 1.62 1.65 1.68 1.64 1.64 1.64 1.65 1.67 1.38 1.33 1.24 1.16 1.15 1.71 1.70 1.67 1.64 1.61

U-SC3 1.60 1.62 1.65 1.67 1.68 1.66 1.67 1.67 1.68 1.69 1.70 1.70 1.70 1.69 1.69 1.54 1.53 1.50 1.46 1.44 1.75 1.74 1.73 1.71 1.70

U-SC4 1.58 1.59 1.60 1.60 1.61 1.60 1.60 1.61 1.61 1.61 1.61 1.61 1.61 1.61 1.61 1.17 1.18 1.20 1.22 1.23 1.62 1.62 1.62 1.62 1.61

U-SC5 1.64 1.64 1.65 1.65 1.65 1.63 1.64 1.64 1.65 1.65 1.63 1.63 1.64 1.64 1.65 1.27 1.23 1.19 1.22 1.31 1.62 1.62 1.63 1.63 1.65

0 0.25 0.5 0.75 1

Lambda

Alpha 0,1 0,25 0,5 0,75 0,9 0,1 0,25 0,5 0,75 0,9 0,1 0,25 0,5 0,75 0,9 0,1 0,25 0,5 0,75 0,9 0,1 0,25 0,5 0,75 0,9

K-SC1 1,81 1,79 1,74 1,69 1,66 1,73 1,73 1,71 1,68 1,66 1,67 1,68 1,68 1,67 1,67 0,97 1,04 1,12 1,19 1,22 1,58 1,60 1,63 1,65 1,67

K-SC2 1,71 1,72 1,73 1,74 1,75 1,73 1,73 1,73 1,74 1,75 1,74 1,73 1,73 1,73 1,73 1,58 1,55 1,50 1,45 1,45 1,75 1,74 1,72 1,70 1,68

K-SC3 1,42 1,47 1,53 1,57 1,59 1,53 1,55 1,57 1,59 1,60 1,60 1,60 1,60 1,60 1,60 1,30 1,28 1,24 1,20 1,17 1,67 1,66 1,65 1,63 1,61

K-SC4 1,53 1,53 1,53 1,53 1,52 1,59 1,58 1,56 1,54 1,53 1,62 1,61 1,58 1,55 1,53 1,19 1,13 1,01 0,87 0,77 1,66 1,64 1,61 1,57 1,54

0 0,25 0,5 0,75 1
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1. Introduction 

Data Envelopment Analysis (DEA) is a data oriented 

non-parametric method, introduced by Charnes et al. 

[1] to evaluate the relative efficiency of organizational 

units called as decision making units (DMUs) 

according to selected input and output variables [3]. 

Manufacturing units, departments of schools or 

hospitals, a set of firms or even practising individuals 

can be given as examples to DMUs [7]. 

Nowadays, institutions producing service or product, 

are obliged to have an effective performance because 

of intense competitive conditions and limited sources. 

Although efficiency of the DMU’s depends crucially 

on input/output variables to be selected correctly, 

there is no any guidelines or systematic procedure to 

classify the variables. Many researchers often make 

such determination subjectively or using expert 

opinions. Some of them use the variables based 

directly on other's selection results according to 

calculated efficiency [8].  

The issue of variable selection seems to be a subject 

rarely studied in the literature. Considering the studies 

over the last 15 years, it can be seen that Pastor et al. 

[9] defined a measure, namely ECM (efficiency 

contribution measure), to evaluate the input or output 

variables. In 2003, Jenkins and Anderson [10] 

proposed a systematic statistical approach to reduce 

the number of already defined input and output 

variables. Ruggiero [11] addressed the subject of input 

selection using regression analysis.  Edirisinghe and 

Zhang [12] proposed a Generalized DEA approach to 

determine the type of variable via maximizing the 

correlation between DEA–based score of financial 

strength and stock market performance. In 2009, 

Morita and Avkiran [3] proposed a selection method 

utilizing diagonal layout design. Finally, 

Madhanagopal and Chandrasekaran [13] developed a 

genetic algorithm approach for the selection of 

input/output variables.  

The approach we propose in this study takes into 

consideration distribution of data and the point 

dependency between candidate variables, which 

makes it distinctive amongst the others. Copulas and 

the local dependence function were used to achieve 

the correct discrimination of input/output variables. 

We assume that there is no any information or expert 

opinion to decide the input/output variables. 

Performance assessment of our proposed method was 

made by means of simulation, followed by a real data 

application. In this way, we were able to make 

comparison of the efficiencies of the new approach 

and those of the one based directly on expert opinion 

selection method for this study. The main goal of this 
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paper is to propose a new theory based approach to 

determine the input/output variables.  

The paper is organized as follows: Section 2 gives a 

brief  summary of the DEA models. In section 3 we 

define copulas (especially Farlie-Gumbel-Morgenstern 

“FGM” copula) and local dependence function. In this 

section an algorithm is also developed to determine 

the input/output variables. In Section 4, a simulation 

and a real data applications are conducted and results 

are evaluated. The last section gives the conclusions. 

2. Data envelopment analysis (DEA) 

Data envelopment analysis (DEA) is a linear 

programming based technique to calculate the relative 

efficiencies of a set of decision making units (DMUs) 

that have similar inputs and similar outputs. Also it is 

a non-parametric method as it does not require any 

assumption about functional form. This technique 

aims to measure how efficiently a DMU uses the 

resources available to generate a set of outputs [1]. 

DMUs can include manufacturing units, departments 

of big organizations such as universities, schools, 

bank branches, hospitals, power plants, police stations, 

tax offices, prisons etc. 

The basic frontier model was developed by Charnes et 

al. [1] known as the CCR model, but now widely 

called as CRS (constant returns to scale) and was 

extended by Banker et al. [14] to include variable 

returns to scale (VRS). So the basic DEA models are 

known as CCR and BCC referred to as the VRS.  

DEA models have two orientations: input-oriented and 

output-oriented. With input-oriented DEA, the linear 

programming model is constituted so as to determine 

how much the input use of a firm could contract if 

used efficiently in order to achieve the same output 

level. In contrast, with output-oriented DEA, the linear 

programme is constituted to determine a firm’s 

potential output given its inputs if it operated 

efficiently as firms along the best practice frontier 

[15]. The input oriented model contracts the inputs as 

far as possible while controlling the outputs. The 

output oriented model expands the outputs as far as 

possible while controlling the inputs [16].  

The original fractional CRS model Eq.(1) evaluates 

the relative efficiencies of n DMUs j=1,…,n each with 

m inputs and s outputs denoted by x1j,x2j,..,xmj and 

y1j,y2j,..,ymj respectively [1]. This is done so by 

maximizing the ratio of weighted sum of output to the 

weighted sum of inputs: 
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In model Eq. (1),  o is the efficiency of DMUo  and ur 

and vi are the factor weights. For computational 

convenience the fractional form Eq.(1) is re-expressed 

in linear program (LP) form as follows which is 

known asinput oriented CRS model: 
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The dual of linear program (LP) model for input 

oriented CRS model is as follows: 
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The output-oriented CRS model is as follows: 

oMax  

s.t. 
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The CRS models (dual and primal) with input 

orientation are still the most widely known and used 

DEA models despite the numerous modified models 

that have appeared [17]. 

3. Copula, local dependence function and selection 

procedure 

In general, copula is a function which helps re-define 

the joint distribution function using marginal 

distribution functions in I2 when the random variables 

are dependent. In recent years, copulas have been 

involved in many studies such as statistics, economics, 

finance and risk management, dependence measuring, 

modeling, and serial dependence in time series [18]. 

Definition 1. Let C(u,v) is defined as a bivariate 

function in I2=[0,1][0,1]. If this function has the 

following properties, it is called as two-dimensional 

copula function. 

 C(u,0)=C(0,v)=0 

 C(u,1)=u and C(1,v)=v, (u,v)I 
For every 0u 1u 21  and 0v 1v 21    

 Vc([u,v])=C(u1,v1)- C(u1,v2)- C(u2,v1)+ 

C(u2,v2)0 
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 [4]. 

3.1. Local dependence function (LDF) 

Let X and Y be random variables with marginal 

distribution functions F(x), F(y) and marginal 

probability density functions f(x) and f(y) respectively. 

The following function is obtained from the 

expression of the Pearson correlation coefficient by 

replacing mathematical expected values E(X) and E(Y) 

conditional expected values E(X|Y=y) and E(Y|X=x)  

[6]. 

2 2

{( ( | ))( ( | ))}
( , )

{( ( | )) } {( ( | )) }

E X E X Y y Y E Y X x
H x y

E X E X Y y E Y E Y X x

   


   

 

                              (5) 

H(x,y) can be referred as a local dependence function 

which characterizes the dependence between X and Y 

at the point (x,y). After simple mathematical 

transformation X=EX-E(X|Y=y) and Y=EY-E(Y|X=x)   

the equation Eq. (5) can be written as  
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[5]. 

 

Local dependence function has the following 

properties 

1. If X and Y are independent, then H(x,y)=0  for 

all (x,y)NX,Y. 

2. |H(x,y)|1, for all (x,y)NX,Y. 

3. If |H(x,y)|=1 for some (x,y)NX,Y , then 0. 

4. If = 1, then H(x,y)=1. 

5. If H(x,y)=0 for all (x,y)NX,Y, then either 

E(X|Y=y) or E(Y|X=x) for all (x,y)NX,Y and 

=0.  

[6]. 

3.2. FGM copula 

Farlie-Gumbel-Morgenstern (FGM) distribution was 

introduced by Morgenstern in 1956 with Cauchy 

marginal. This class was examined by Gumbel for 

exponential marginal and further generalized by Farlie 

in 1960 [19]. 

Let (X,Y) be absolutely continuous random variables. 

The general distribution function is defined as  

( , ) ( ) ( ){1 ( ( )) ( ( ))}F x y F x G y A F x B G y      (6)    (6) 

where A(x)0, B(y)0 as x1, A(x) and B(y) satisfy 

certain regularity conditions ensuring that the Eq. (6) 

is a distribution function with absolutely continuous 

marginal F(x) and G(y) [20]. 

FGM copula is a positive quadrant dependent (PQD) 

copula and the local dependence function is as 

follows; 
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where α  is the association parameter [5]. 

3.3. Quadrant dependence 

Definition 2. Let X and Y be random variables. X and 

Y are positive quadrant dependent (PQD) if all (x,y) 

variables in 
2R  

}{}{},{ yYPxXPyYxXP    

or equivalently 

}{}{},{ yYPxXPyYxXP    

Similarly, X and Y are negative quadrant dependent 

(NQD) if  

}{}{},{ yYPxXPyYxXP    

or equivalently 

}{}{},{ yYPxXPyYxXP    

 [4]. 

3.4. Selection procedure 

In this part of the study, we present a new algorithm to 

determine the input/output variables. The following 

algorithm explained in detail leads to the selection 

process.  

Step-1: Determine the distribution of variables and 

construct the appropriate copula function (e.g. if the 

distribution is uniform the FGM is suitable). 

Step-2: Construct the LDF of determined copula 

according to the method as described in Section 3.1. 

Step-3: Determine the type of quadrant dependency of 

the copula mentioned in Section 3.3., to use to decide 

which group is selected as input/output. 

Step-4: Calculate the LDF values for pairwise 

variables. The variables which have Max|H(X i ,Xj)|, 

selected as reference variables (xr1 and xr2) and assign 

them two separate groups (Group-1 and Group-2). 

Allocate the rest of variables to the groups according 

to the following procedure:  

If |H(x i , xr1)|>|H(x i , xr2)|(where 
1i rx x  and 

2i rx x ) 

then 
ix  is assigned to the Group-1 else it is assigned 

to the Group-2. 

Step-5: Make predetermination about whether the 

study is input or output oriented. 

Step-6: Determine the sign of LDFs which is 

calculated between the each of the rest of the variables 

and the reference variables for two separate groups 

constructed in Step-4. 

   a. Suppose that study is input oriented and copula is 

PQD, 

 i. If one of the groups has only positive LDFs and 

other has only negative, then choose the variables in 

group which has positive LDFs as input variables.  

ii. If all of LDFs are positive in each group, then 

select the variables in group which has MaxH(X i ,Xj) 
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as input variables. If all of LDFs are negative in each 

group, then select the variables in group which has 

Min|H(X i ,Xj)| as input variables. 

 iii. If groups contain different sign LDFs, then 

select the variables in group which has Min|H(Xi,Xj)| 

as input variables.  

   b. Suppose that study is input oriented and copula is 

NQD, 

 i. If one of the groups has only positive LDFs and 

other has only negative, then choose the variables in 

group which has negative LDFs as input variables. 

ii. If all of LDFs are positive in each group, then 

select the variables in group which has MinH(X i ,Xj) as 

input variables. If all of LDFs are negative in each 

group, then select the variables in group which has 

Max|H(X i ,Xj)| as input variables. 

 iii. If groups contain different sign LDFs, then 

select the variables in group which has Min|H(X i ,Xj)| 

as input variables.  

   c. Suppose that study is output oriented and copula 

is PQD,  

 i. If one of the groups has only positive LDFs and 

other has only negative, then choose the variables in 

group which has positive LDFs as output variables.  

 ii. If all of LDFs are positive in each group, then 

select the variables in group which has MaxH(X i ,Xj) 

as output variables. If all of LDFs are negative in each 

group, then select the variables in group which has 

Min|H(X i ,Xj)| as output variables. 

 iii. If groups contain different sign LDFs, then 

select the variables in group which has Min|H(X i ,Xj)| 

as output variables.  

   d. Suppose that study is output oriented and copula 

is NQD, 

 i. If one of the groups has only positive LDFs and 

other has only negative, then choose the variables in 

group which has negative LDFs as output variables. 

    ii. If all of LDFs are positive in each group, then 

select the variables in group which has MinH(X i ,Xj) as 

output variables. If all of LDFs are negative in each 

group, then select the variables in group which has 

Max|H(X i ,Xj)| as output variables. 

 iii. If groups contain different sign LDFs, then 

select the variables in group which has Min|H(X i ,Xj)| 

as output variables.  

Step-7: Run the DEA model and calculate the 

efficiencies. 

4. Application 

In this part of the study, a simulation and a real data 

example have been conducted and DEA have been 

performed using the package program DEAP 2.1. The 

data for simulation study were generated from 

Uniform (0,1) and FGM copula was selected to 

represent them. We used the Yoluk’s [2] data set for 

the real data example. 

4.1. Simulation study 

In simulation part of the study, we use five variables 

and 20 decision making units. Table 1 shows the min, 

max and absolute values of LDFs. 

Table 1. Values of local dependence function. 

Pairs of 

variables 
MinH(Xi,Xj) MaxH(Xi,Xj) |H(Xi,Xj)|  

X1-X2 

X1-X3 

X1-X4 

X1-X5 

X2-X3 

X2-X4 

X2-X5 

X3-X4 

X3-X5 

X4-X5 

0.0613 

0.1111 

0.0367 

-0.0083 

0.0668 

0.1348 

-0.0851 

0.1482 

0.2226 

-0.4272 

0.0845 

0.2274 

0.0431 

-0.0080 

0.0956 

0.2156 

-0.3029 

0.3355 

0.0980 

-0.1590 

0.0845 

0.2274 

0.0431 

0.0083 

0.0956 

0.2156 

0.3029 

0.3355 

0.2226 

0.4272 

 
Maximum local dependency value is between X4 and 

X5 (Max|H(Xi, Xj)|=0.4272). So these variables are 

selected as reference. Allocated variables according to 

descending of  Max|H(Xi, Xj)| are given below.  

Group 1 Group 2 

X4 

X3 

X1 

X5 

X2 

 

H(X2,X5)<0 and H(X1,X4), H(X3,X5)>0 

Suppose that the study is input oriented. So variables 

in Group 1 are the input variables. DEA results as 

follows 

Table 2. Efficiency scores.  

DMU Efficiency DMU Efficiency 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

0.144 

0.213 

1.000 

1.000 

0.905 

0.322 

0.688 

0.521 

0.306 

0.840 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

0.428 

0.472 

1.000 

1.000 

0.755 

0.367 

0.136 

1.000 

1.000 

0.883 

4.2. Real data application 

In this part of the study we use Yoluk’s [2] hospital 

data given in Table 3. The efficiency analysis was 

performed as input oriented and the first three 

variables were taken as input, the last four variables 

were taken as output variables. We assume that we 

have no any information about the variables and are 

not able to get an expert opinion. Firstly, we tested the 

goodness of fit for all variables to the Uniform 

distribution and found no departures from the 

hypothesized distribution. At the second stage the 

LDF values for FGM copula were computed on these 

variables standardized to Uniform (0,1) and results 
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were given in Table 4. Variables have been classified 

with these values according to the proposed algorithm. 

The efficiency scores of our approach and Yoluk’s 

results are given in Table 5. 

Table 3. Values of real data. 

DMU X1 X2 X3 X4 X5 X6 X7 

1 779 360 599 1691527 33685 52095 199291 

2 776 421 807 1510740 40175 52890 266637 

3 1090 544 1092 1231625 61132 68642 376193 

4 680 431 602 1545480 32376 26424 171229 

5 184 193 308 765675 15236 14119 78468 

6 142 231 401 414665 11360 10018 65483 

7 1105 989 678 555320 28384 42653 214864 

8 968 425 1003 779960 63300 36235 314584 

9 1039 951 2111 736499 53657 66304 603414 

 

Table 4. Values of local dependence function for real data. 

Pairs of 

variables 
MinH(Xi,Xj) MaxH(Xi,Xj) |H(Xi,Xj)|  

X1-X2 0.9156 0.1473 0.9156 

X1-X3 0.8312 -0.0417 0.8312 

X1-X4 0.2927 0.0969 0.2927 

X1-X5 0.9337 0.0759 0.9337 

X1-X6 0.9482 0.4697 0.9482 

X1-X7 -0.8897 -0.9853 0.9853 

X2-X3 0.8634 -0.0641 0.8634 

X2-X4 -0.0743 -0.3236 0.3236 

X2-X5 0.5622 0.1586 0.5622 

X2-X6 0.7964 0.2526 0.7964 

X2-X7 -0.1652 -0.8225 0.8225 

X3-X4 -0.0660 -0.1027 0.1027 

X3-X5 0.8775 0.2293 0.8775 

X3-X6 0.8874 0.1683 0.8874 

X3-X7 -0.1369 -0.8711 0.8711 

X4-X5 0.3282 0.1484 0.3282 

X4-X6 0.5607 0.1477 0.5607 

X4-X7 -0.1207 -0.6102 0.6102 

X5-X6 0.9109 0.3518 0.9109 

X5-X7 -0.2999 -0.9562 0.9562 

X6-X7 -0.3542 -0.9614 0.9614 

 

X1 and X7 are reference variables and the rest of 

variables are allocated as given below. 

 
Group 1 Group 2 

X1 

X2 

 

X7 

X6 

X5 

X4 

X3 

H(X1,X2)>0  and H(X3,X7), H(X4,X7), H(X5,X7), 

H(X6,X7) <0 

 

Variables in Group 1 should be selected as input 

variables. As seen from the table, the copula approach 

has almost done exact classifying and has determined 

input/output variables correctly.  

 

Table 5. The efficiency scores of real data.  

DMU Efficiency§ Efficiency* 

1 

2 

3 

4 

5 

6 

7 

8 

9 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

0.50 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

0.78 

1.00 

1.00 
§ Copula approach’s  efficiency scores and  

* Yoluk’s efficiency scores. 

5. Conclusion 

Data Envelopment Analysis is the most frequently 

used method to evaluate the efficiencies of DMUs. 

Although the determination of input/output variables 

is one of the most important problem of DEA, there 

have been limited attempts in the literature to solve 

this issue. Getting an expert opinion, which is the 

most preferred method, may actually be a subjective 

approach and it may also become an expensive way to 

identify the variables as input/output. The methods to 

determine the types of variables should be more 

objective and cost-effective than the current methods. 

In this study, we proposed a method which has not 

previously been available in the literature to solve this 

problem. We took into account of the copula function, 

which expresses the relation between dependent 

random variables in statistics, and the local 

dependence function, which measures the point 

dependency of variables. Our basic assumption is that 

the distribution of the variables is known in advance 

or can be determined. 

In the simulation study, we showed how the algorithm 

of our method seperates a bulk of synthetic variables 

as input and output variables. In the real data 

application, we selected a set of variables which was 

already defined as the input and output in the previous 

analysis of the same data in the literature. According 

to the new process, the suggested input/output 

variables were almost consistent with those of other 

studies [2]. Also efficiencies were the same for 

effective DMUs and gave less efficiency score for the 

ineffective DMU as seen in Table 5. 

The results showed that this method has several 

advantages. If there is no pre-information, 

input/output variables can be determined objectively. 

There is no need for expert opinion, so it is a cost-

effective method. However, this method depends on 

the variables which have known distributions and 

sometimes it becomes a disadvantage. Although there 

is Archimedean copula family in the copula theory, we 

prefered a basic copula function (FGM) in this study 

because Archimedean copulas use a generator 

function [21] and there is only one study [22] for 

Local Dependence Function related with Archimedean 

copulas and its functional structure is not suitable with 
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our algortihm.  

As a conclusion, this is a new kind of approach which 

has a theoretical structure, to identify the input/output 

variables and it can be improved for future studies and 

adapted to data which have different distribution 

functions. 
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1. Introduction 

In real life, most service systems include customer 

queues. Thus, the potential customers of these systems 

will inevitably face waiting time before being served. 

Since time is a very scarce resource in the current 

environment [1], customers decide rationally upon 

receiving a service. Based on comparing the value of 

the received service with the total cost of receiving this 

service, a decision is made whether or not to join the 

queue; this decision generates the real state of the 

demand.  

In order to maximize profits, the service provider takes 

into account the rational decision of the customers 

while setting the optimal system parameters, such as 

price or service rate. Until recently, however, pricing 

studies in the literature assumed that the firm was not 

able to adjust the price based on the state of the demand. 

The first model allowing the firm adjust the price to the 

state of the demand was analyzed by Naor [2]. In this 

benchmark paper, Naor, analyzed the effect of 

imposing an entrance fee on socially optimum, when 

customers will not join the system until after observing 

the length of the queue. A similar study by Edelson and 

Hildebrand, had an important difference in   that 

customers were not able to observe the queue length 

before taking their decision [3]. In very similar settings, 

Chen and Frank analyzed the pricing problem of the 

monopoly, or the service provider, when the queue 

length is observable by customers [4], and when 

unobservable [5]. In the literature, other studies analyze 

the pricing problem of the service provider in queueing 

models. Knudsen allowed more than a single queue in 

any one firm [6]. Sariyer compared pricing strategies of 

the service provider in the cases of a single server, and 

two servers [7]. Some other studies represented socially 

optimal pricing schemes for different classes of 

customers [8, 9, 10].  

All these cited studies assumed that a queue decreases 

the utility of the customer from the received service. A 

more recent view in queueing literature suggest that 

customer utility will not necessarily decrease due to 

wait time. Debo et al. showed that expected service 

time, which, in the literature, was included in total 

waiting time, is positively correlated with the value of 

the received service [11]. Anand at al., Alizamir et al., 

and Wang et al. also considered that service value is 

correlated with waiting time [12, 13, 14]. Oliveras et al. 

proposed that customer purchase decisions are not 

monotonic to queue length [15]. Giebelhausen et al. 

concluded that longer wait time can signal greater 

service quality, which positively affects customer 

decisions [16]. Sariyer combined these two views in the 

literature and represented the utility function of 

customers with a different structure, which allowed 

discrimination between the effect of waiting in the 

queue and waiting in the service on customer’s decision 
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[17].  

In this paper, we will analyze the pricing problem of the 

service provider in which the customer utility function 

is a modified version of the one represented in [17]. The 

model assumptions, notations, and utility function of 

the customer will be presented in Section 2. The pricing 

problem will be analyzed in both of the market capture 

and monopolist pricing settings, details of which will 

be given in Section 3. In the long term, the service 

provider is capable of adjusting not only the price but 

also the service rate. The long term analyses will be 

covered in Section 4. In Section 5 and 6 we respectively 

present the Numerical Analysis and Conclusions part. 

2. Model assumptions 

We analyze basic M/M/1 queues having Poisson 

arrivals with rate λ, and a unique server having an 

exponentially distributed service rate of µ. We use 

monetary values to represent the system parameters, 

such as value of the service and cost of waiting. The 

value of the service is denoted by a service reward, R, 

and a customer who receives this service incurs a linear 

waiting cost with C units.  

In real life, service systems having queues of customers 

can be differantiated as observable or unobservable 

based on the visibility of length of the queue. Cashomat 

or Automatic Teller Machine (ATM), fast-food or self-

service restaurants, banks are examples of service 

systems including observable queues, since a new 

arriving customer can observe the number of customers 

in front of him. On the other hand, some call centers, 

service systems taking the orders online which share 

the information of the expected waiting time to be 

served or receive the order, are examples of systems 

including unobservable queues, since the customers 

cannot observe the length of the queue.  In this paper, 

we assume the length of the queue is not observable 

upon arrival, but, based on the shared information by 

the service provider or the past experiences of the 

arriving customers, customers know the expected 

waiting time in the system. We also assume that the 

systems are in steady state. The expected waiting time 

combines two elements: the expected waiting time in 

the queue, and the expected waiting time during the 

service. Based on our assumption, the first element has 

a greater negative effect on customer utility, thus we 

multiply the unit cost of waiting in the queue with k, 

where k>1. A service provider sets a price, p, for 

customers receiving the service. This price clearly 

decreases the utility of the customer. The customer 

decides whether or not to join the queue and receive the 

service. Thus, the customer decision parameter is the 

probability of joining, denoted by α.  All of these are 

combined to derive utility function of the customer, 

which is denoted by U(α) as: 

𝑈(𝛼) = 𝑅 − 𝑘𝐶𝐸[𝑊1] − 𝐶𝐸[𝑊2] − 𝑝 

                        = 𝑅 − 𝑘𝐶
𝜆𝛼

µ(µ−𝜆𝛼)
−

𝐶

µ
− 𝑝                    (1) 

In equation (1), 𝐸[𝑊1] and 𝐸[𝑊2] represent expected 

waiting time in the queue and the expected waiting time 

during the service respectively. The values of 𝐸[𝑊1] 
and 𝐸[𝑊2] are found based on the properties of M/M/1 

queues.  

While making their decision, customers consider this 

utility function. If R-p is smaller than only the service 

cost of a unique customer, then joining the system is 

not optimal, since the customer has negative utility, 

thus α=0. If R-p is greater than total cost of waiting in 

the system, even if all customers join, then it remains 

optimal for all potential customers, since they receive 

positive utility, hence α=1. In between, the customers 

join with an equilibrium probability, 𝛼𝑒𝑞 , where 0 <
𝛼𝑒𝑞 < 1. This equilibrium probability is found by 

setting equation (1) to 0, and solving it for α. Hassin 

and Haviv provides a detailed review of these 

equilibrium analyses of rational customers [18]. 

3. Pricing decisions in short term 

In the short term, the service provider sets the optimal 

entrance price to the system for the given model 

parameters λ and µ. Assuming µ > 𝜆,  the service rate 

is sufficiently high  to serve all potential customers. The 

service provider therefore sets either the minimum 

price, referred to in the literature as market capturing 

price, in order to allow all customers to enter the 

system, or a higher price, denoted as monopolistic 

price, to push customers to join at an equilibrium rate.  

3.1. Market capture pricing 

The minimum price which allows all customers to join 

is found by giving α to 1 in equation (1), setting this 

utility function to 0, and solving it for p. Denoting this 

market capturing price with symbol 𝑝𝑙 , it is derived as: 

𝑝𝑙 = 𝑅 − 𝑘𝐶
𝜆

µ(µ−𝜆)
−

𝐶

µ
                                      (2) 

Lemma 1.  𝑝𝑙  is increasing in R and µ, decreasing in λ, 

k and C. 

Proof.  

𝑑𝑝𝑙

𝑑𝑅
= 1 > 0,

𝑑𝑝𝑙

𝑑µ
=

𝑘𝐶𝜆(2µ − 𝜆)

[µ(µ − 𝜆)]2
+

𝐶

µ2
> 0 

𝑑𝑝𝑙

𝑑𝐶
= −

𝑘𝜆

µ(µ − 𝜆)
−

1

µ
< 0,

𝑑𝑝𝑙

𝑑𝑘
= −𝐶

𝜆

µ(µ − 𝜆)
< 0,

𝑑𝑝𝑙

𝑑𝜆
= −

𝑘𝐶µ2

[µ(µ − 𝜆)]2
< 0 

 

Lemma 1 can be clearly interpreted. Since the utility 

function of the customer increases when R increases, 

the service provider is able to set a higher price. On the 

other hand, when k and C increase, the expected cost of 

waiting increases, thus utility of the customer 

decreases, which forces the service provider to lower 

the price. When µ increases, the expected waiting time 

in the system decreases, which generates an increase in 

utility function, and pushes the service provider to set a 

higher price; on the other hand, when λ increases, 

expected waiting time increases, causing a decrease in 

the entrance price.  
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The profit function of the service provider under this 

market capturing price, 𝛱𝑙𝑝(𝑝𝑙), is derived as: 

𝛱𝑙𝑝(𝑝𝑙) = 𝜆𝑝𝑙 = 𝜆 (𝑅 − 𝑘𝐶
𝜆

µ(µ−𝜆)
−

𝐶

µ
)              (3) 

Lemma 2. 𝛱𝑙𝑝(𝑝𝑙) is increasing in R and µ, decreasing 

in k and C, and concave in λ. 

Proof.  

𝑑𝛱𝑙𝑝(𝑝𝑙)

𝑑𝑅
= 𝜆 > 0,

𝑑𝛱𝑙𝑝(𝑝𝑙)

𝑑µ
=

𝑘𝐶𝜆2(2µ−𝜆)

[µ(µ−𝜆)]2 +
𝐶𝜆

µ2 > 0 

𝑑𝛱𝑙𝑝(𝑝𝑙)

𝑑𝐶
= −

𝑘𝜆2

µ(µ−𝜆)
−

1

µ
< 0, 

𝑑𝛱𝑙𝑝(𝑝𝑙)

𝑑𝑘
= −𝐶

𝜆2

µ(µ−𝜆)
< 0,                            

𝑑𝛱𝑙𝑝(𝑝𝑙)

𝑑𝜆
= 𝑅 −

𝑘𝐶𝜆µ(2µ − 𝜆)

[µ(µ − 𝜆)]2
−

𝐶

µ
, 

𝑑2𝛱𝑙𝑝(𝑝𝑙)

𝑑𝜆2
= −

2𝑘𝐶µ4

[µ(µ − 𝜆)]3
< 0 

In Lemma 2, we showed that profit value is concave in 

λ. Thus, when the arrival rate increases, the profit value 

increases up to a certain level, after which value profit 

decreases, due to congestion in the system. For the 

other model parameters, R, µ, k and C, the profit 

function behaves simialrly to price function, 𝒑𝒍, as 

expected. 

3.2. Monopolistic pricing 

Service provider sets a higher price thus customers join 

with an equilibrium joining probability which is 

derived from equation (1) as: 

𝑈(𝛼) = 0 → 𝑅 − 𝑝 =
𝐶

𝜇
(

𝑘𝜆𝛼

µ − 𝜆𝛼
+ 1) 

                           → 𝛼𝑒𝑞 =
𝜇(

(𝑅−𝑝)𝜇

𝐶
−1)

𝜆(𝑘+
(𝑅−𝑝)𝜇

𝐶
−1)

                 (4) 

Lemma 3. 𝛼𝑒𝑞 is increasing in R and µ, and decreasing 

in λ, p, k and C. 

Proof.  

𝑑𝛼𝑒𝑞

𝑑𝑅
=

𝑘µ
𝐶

𝜆 (𝑘 +
(𝑅 − 𝑝)𝜇

𝐶
− 1)

2 > 0, 

𝑑𝛼𝑒𝑞

𝑑µ
=

(
(𝑅 − 𝑝)𝜇

𝐶
− 1) (𝑘 +

(𝑅 − 𝑝)𝜇
𝐶

− 1) + µ𝑘
(𝑅 − 𝑝)

𝐶

𝜆 (𝑘 +
(𝑅 − 𝑝)𝜇

𝐶
− 1)

2 > 0, 

𝑑𝛼𝑒𝑞

𝑑𝜆
= −

µ (
(𝑅 − 𝑝)𝜇

𝐶
− 1)

𝜆2 (𝑘 +
(𝑅 − 𝑝)𝜇

𝐶
− 1)

< 0 

𝑑𝛼𝑒𝑞

𝑑𝑝
= −

𝑘
µ2

𝐶

𝜆 (𝑘 +
(𝑅 − 𝑝)𝜇

𝐶
− 1)

2 < 0, 

𝑑𝛼𝑒𝑞

𝑑𝑘
= −

µ (
(𝑅 − 𝑝)𝜇

𝐶
− 1)

𝜆 (
(𝑅 − 𝑝)𝜇

𝐶
− 1)

2 < 0, 

𝑑𝛼𝑒𝑞

𝑑𝐶
= −

𝑘
(𝑅 − 𝑝)µ2

𝐶2

𝜆 (𝑘 +
(𝑅 − 𝑝)𝜇

𝐶
− 1)

2 < 0 

The interpretation of this result is very similar to 

Lemma 1. 

We will find the expression of the monopolistic price, 

𝑝ℎ , by analyzing the profit function of the service 

provider in this setting. Denoting the profit function 

with 𝜋ℎ𝑝(𝑝), we derive it as: 

𝜋ℎ𝑝(𝑝) = 𝜆𝛼𝑒𝑞𝑝 =
µ(

(𝑅−𝑝)µ

𝐶
−1)

𝑘+
(𝑅−𝑝)µ

𝐶
−1

𝑝                        (5) 

Since the derivation of 𝑝ℎ  is messy, we will give the 

analysis numerically in Section 5. 

4. Service rate and pricing decisions in long term 

In this section, we assume that service provider can 

adjust both the price and service rate. Thus, the profit 

functions have two parameters, µ and p. As given in 

Chen and Frank [5], we assume a constant marginal 

cost of speeding up the service rate, F>0.  

For the market capturing price setting, the profit 

function given in equation (3) is rewritten as: 

𝜋𝑙𝑝(𝜇) = 𝜆𝑝𝑙 − 𝐹𝜇 = 𝜆 (𝑅 − 𝑘𝐶
𝜆

µ(µ−𝜆)
−

𝐶

µ
) − 𝐹𝜇 (6) 

 

Lemma 5. 𝜋𝑙𝑝(𝜇) is concave in µ. 

 

Proof. 

𝑑𝜋𝑙𝑝(𝜇)

𝑑µ
= 𝜆 (

𝑘𝐶𝜆(2µ−𝜆)

[µ(µ−𝜆)]2 +
𝐶

𝜇2) − 𝐹, 

 

𝑑2𝜋𝑙𝑝(𝜇)

𝑑𝜇2
= −𝐶𝜆 (2𝑘𝜆

3µ2 − 3𝜇𝜆 + 𝜆2

[𝜇(𝜇 − 𝜆)]3
+

2

𝜇3
) 

 

Since 𝜇 > 𝜆, 3µ2 − 3𝜇𝜆 + 𝜆2 > 0 for all real λ and µ 

then the second derivative of the profit function is 

always negative, which shows that the profit function 

is concave with respect to µ. 

Thus, there is a unique optimal value for the service rate 

which equates the first derivative function to 0, and 

maximizes the profit function given in equation (6).  

For the monopolistic pricing, the profit function is 

rewritten as: 
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Table 1: Price and profit values – short term 

R/C k λ/µ (ρ) pl Πlp(pl) 𝛼𝑒𝑞 ph Πhp(ph) 

4 1.25 0.95 7.62 76.20 0.87 16.70 144.82 

4 1.25 0.67 18.83 188.33 0.97 18.90 183.68 

4 2.00 0.95 0.48 4.76 0.82 16.05 132.26 

4 2.00 0.67 18.33 183.33 0.98 18.40 180.83 

6 1.25 0.95 17.62 176.19 0.91 25.90 233.58 

6 1.25 0.67 28.83 288.33 0.97 28.90 280.86 

6 2.00 0.95 10.48 104.76 0.87 25.00 216.85 

6 2.00 0.67 28.33 283.33 0.98 28.40 279.10 

 

𝜋ℎ𝑝(µ, 𝑝) = 𝜆𝛼𝑒𝑞𝑝 − 𝐹µ =
µ(

(𝑅−𝑝)µ

𝐶
−1)

𝑘+
(𝑅−𝑝)µ

𝐶
−1

𝑝 − 𝐹µ        (7) 

In equation (7), 𝜋ℎ𝑝(µ, 𝑝) represents the profit function, 

under monopolistic pricing, as a function of µ and p. In 

the next section, different numerical experiments are 

given in order to analyze the optimal model parameters 

and profit values under different pricing schemes. 

5. Numerical results and discussion 

Numerical results are first given for the short term. For 

given levels of R, C, k, λ, and µ, we find the values of 

the minimum price, pl, and the profit, Πlp(𝒑𝒍), under this 

price for the market capture pricing setting. Then, for 

the monopolistic pricing, we will find the equilibrium 

joining probability, 𝜶𝒆𝒒, value of the monopolistic 

price, ph, and the profit under this price Πhp(ph). Table 1 

presents the results.  

In our observations presented in Table 1, we fix λ=10, 

and C=5. We take R as 20 and 30 to represent low and 

high values, and take µ as 10.5 and 15 to represent low 

and high congestion in the system. We observe that 

there is a clear difference in the profit values for the 

high utilization levels, i.e. when the service rate is very 

close to the arrival rate, in which profit under 

monopolistic pricing is much higher than under market 

capture pricing. On the other hand, for low utilization 

levels, the market capture pricing becomes increasingly 

more profitable compared to monopolistic pricing, 

since the rate of the server is sufficiently high to serve 

all potential arrivals within a limited wait time. As 

expected from the definition, the price values are 

always higher under monopolistic pricing setting, i.e. 

ph > pl. Since the expected waiting cost in the system 

increases in k, we see that the price and profit values 

decrease in both of the market capture and monopolistic 

pricing. On the other hand, in both price settings, the 

price and profit values increase with increases in the 

ratio between the reward and unit waiting cost, namely, 

R/C.  

In Figure 1, we show how the percentage change in 

profit value, under market capture and monopolistic 

pricing settings, is affected by the increase in server 

utilization, ρ. In this experiment, we fixed R=30, C=5, 

λ=10 and increase µ from 10.5 to 20, where ρ changes 

between [0.5-0.95]. We repeat the analysis for different 

k values, where k takes the values of 1, 1.25, 1.5, and 2 

respectively for different experiments. In these 

experiments k=1 is taken in order to represent the 

situation given in literature, where unit cost of waiting 

in the queue is exactly equal to the unit cost of waiting 

in service. Then the values of k are increased 

consequetively in order to show how the percentage 

difference in profit values under market capture and 

monopolistic pricing, is affected with the increased 

difference between unit cost of waiting in the queue and 

in service. Finally, as the highest value of k, we take it 

as 2, and repeat the experiment in order not to 

differentiate the unit cost of witing in the queue and in 

service much more (to keep close to literature results). 

Besides, when k=2, as will be seen in Figure1, the sharp 

difference is obtained to show the related effect. In the 

vertical column of the figure, we represent 

(𝛱ℎ𝑝(𝑝ℎ) − 𝛱𝑙𝑝(𝑝𝑙)) 𝛱𝑙𝑝(𝑝𝑙)⁄ .    

In Figure 1, we observe that, for low levels of ρ, i.e 

higher levels of µ, the market capturing pricing is more 

profitable, since the percentage difference is negative. 

This means, for low congested systems, the service 

provider obtains a higher profit under market capture 

pricing compared to monopolistic pricing. However, 

when the system is congested, i.e. λ is very close to µ, 

the service provider should set a monopolistic price to 

maximize profits. As seen in this Figure, congested 

systems are characterized by a sharp difference in profit 

values. When we analyze the Figure for different k 

values, for low levels of ρ, we cannot observe a clear 

effect of k values in the percentage difference of profit 

(i.e. the percentage differences are almost equal for 

k=1, k=1.25, k=1.5, and k=2 when 𝜌 ≤ 0.85). The 

reason behind this observation is, the service provider 

sets such a monopolistic price that pushes almost all of 

the customers to join the queue and receive the service 

when system is not congested, or for high levels of µ. 
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Figure 1. Short term difference % in profit- market capture versus monopolistic pricing 

 

Thus, the profit under monopolistic pricing gets very 

close to the profit under market capture pricing. 

However, for congested systems, since the effect of 

waiting time is sharply increased, under market 

capturing pricing (i.e. all customers join), the sharp 

percentage difference in profit values can be observed 

for different k values. In this case, or for lower levels 

of µ, the percentage difference in profit values under 

market capture and monopolistic pricing settings, 

increases for increasing k values. Thus, especially for 

congested systems, which is generally the case of real 

life situation, it can be understood that unit cost of 

waiting in the queue has a direct effect on a service 

provider’s pricing decision, and hence on profit. 

We now turn our attention to long term decisions. For 

this, marginal cost of increasing the service rate was 

added to the calculations. We give optimal service rate, 

µ∗, market capturing price given this service rate, 𝑝𝑙
∗, 

and profit given these parameters, 𝜋𝑙𝑝
∗ (µ∗, 𝑝𝑙

∗)in Table 

2. The values of R, C, and λ are taken as given in the 

previous numerical experiments. 

Table 2: Service rate, price and profit values of market capture pricing – long term 

R/C k F µ∗ 𝑝𝑙
∗ 𝜋𝑙𝑝

∗ (µ∗, 𝑝𝑙
∗) 

4 1.25 5 13.60 18.36 115.56 

4 1.25 10 12.40 17.50 50.97 

4 2.00 5 14.40 18.07 108.75 

4 2.00 10 13.20 17.25 40.54 

6 1.25 5 13.60 28.36 215.56 

6 1.25 10 12.40 27.50 150.97 

6 2.00 5 14.40 28.07 208.75 

6 2.00 10 13.20 27.25 140.54 

Table 3: Service rate, price and profit values of monopolistic pricing – long term 

R/C K F 𝛼𝑒𝑞 µ∗ 𝑝ℎ
∗ 𝛱ℎ𝑝

∗(µ∗, 𝑝ℎ
∗) 

4 1.25 5.00 0.99 13.25 18.20 114.85 

4 1.25 10.00 0.99 12.25 17.35 50.63 

4 2.00 5.00 0.99 14.25 18.00 108.68 

4 2.00 10.00 0.99 13.00 17.10 40.24 

6 1.25 5.00 0.99 13.25 28.20 214.36 

6 1.25 10.00 0.99 12.25 27.35 150.42 

6 2.00 5.00 0.99 14.25 28.00 208.65 

6 2.00 10.00 0.99 13.00 27.10 139.79 
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Similarly, in Table 3, we give the equilibrium joining 

probability, 𝛼𝑒𝑞, optimal service rate, µ∗, monopolistic 

price given this service rate, 𝑝ℎ
∗, and profit given these 

parameters, 𝛱ℎ𝑝
∗(µ∗, 𝑝ℎ

∗).  

We observe that the optimal strategy for the service 

provider in the long term, when there is the option to 

set the service rate, is to set the market capturing price, 

which has higher profit values compared to 

monopolistic pricing. So in the long term, the service 

provider's optimal decision is to set a service rate that 

can serve all potential customers (until it is profitable, 

i.e. when Fµ does not exceed the revenue received from 

the customer). This result is very similar to the findings 

of Chen and Frank [5]. We also observe that in 

monopolistic pricing, the optimal action pushes the 

service provider to set price and service rate values 

which allow almost all to join the system, i.e. 𝜶𝒆𝒒 

values are almost 1. In both settings, the optimal price 

and service rate values increase in R/C, and decrease in 

k and F values. 

6. Conclusion 

In this paper, we analyzed the pricing decision of the 

service provider. The system is designed as M/M/1 

queues with rational customers who are unable to 

observe the length of the queue prior to making 

decisions. These customers wait in the queue to be 

served. In contrast to previous studies, we assume that 

waiting in the queue has a greater negative effect on the 

utility of the customers, compared to waiting during the 

service. We have shown an increase in the unit cost of 

waiting in the queue has a negative effect on the utility 

of the customer. Since customers are rational, the profit 

maximizer should be decided by considering customer 

utility. Thus, service provider's pricing decisions are 

similarly negatively affected by the customers’ unit 

cost of waiting in the queue.  

We have anaylzed the service provider's pricing 

problem in both the short and long terms. In the short 

term, when the service provider optimally sets the 

entrance price for the given service rate, monopolistic 

pricing was observed as the most efficient setting for 

high server utilization periods, i.e. when the system is 

congested.   In the long term, however, when the service 

provider optimally sets the service rate and entrance 

price, market capture pricing is found to be the most 

profitable setting. Hence, in the long term, the service 

provider's optimal action is to set a service rate that 

allows all customers to join the queue and receive the 

service at the minimum price.  
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 This study is based on new soliton solutions of the system of equations for the 

ion sound wave under the action of the ponderomotive force due to high-

frequency field and for the Langmuir wave. The generalized Kudryashov method 
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graphical simulations were designed to see the behavior of these solutions.  

 

 

 

 

Keywords: 
The system of equations 

Ion sound wave  

Langmuir wave 

Generalized Kudryashov method 

Dark soliton solutions 

Mathematica Release 9 

 

AMS Classification 2010:  
35-04, 35C08, 35N05, 68N15 

 

 

1. Introduction 

Nonlinear evolution equations are widely used as 

models to define large numbers of  physical 

phenomena [1-4]. The system of equations for the ion 

sound wave under the action of the ponderomotive 

force due to high-frequency field and for the 

Langmuir wave, which is one type of nonlinear 

evolution equations, will be handled in this work. The 

investigation of new soliton solutions for the ion 

sound wave and the Langmuir wave has a highly 

important position among the authors. A number of 

researchers have focused on the Langmuir solitons. L. 

M. Degtyarev et al. have tackled some properties of 

Langmuir solitons [5]. Then, they have considered the 

Langmuir wave energy dissipation [6]. Some 

scientists have found the numerical simulations of 

Langmuir collapse [7-10]. E. S. Benilov has indicated 

the stability of solitons by using the Zakharov 

equations which defines the interaction between 

Langmuir and ion-sound waves [11].  

V. E. Zakharov et al. have presented the modelling of 

Langmuir turbulence [12]. A. I. Dyachenko et al. have 

done computer simulations of Langmuir collapse [13]. 

A. M. Rubenchik et al. have handled strong Langmuir 

turbulence in laser plasma [14]. S. L. Musher et al. 

have introduced weak Langmuir turbulence [15]. 

Also, some scholars have focused on Langmuir  

waves [16-18]. I. Y. Dodin et al. have investigated 

Langmuir wave evolution in nonstationary plasma 

[19]. A. Zavlavsky et al. have presented spatial 

localization of Langmuir waves [20]. Also, Langmuir 

wave spectral energy densities have been derived from 

the electric field and compared to the weak turbulence 

results by H. Ratcliffe et al. [21]. 

We introduce the system of equations for the ion 

sound wave under the action of the ponderomotive 

force due to high-frequency field and for the 

Langmuir wave [22], 

2

2

222 2

2 2 2

1
0,

2

2 0,

E E
i nE

t x

En n

t x x

 
  

 

 
  

  

                       

(1) 

where
piw t

Ee


 is the normalized electric field of the 

Langmuir oscillation and n  is  the normalized density 

perturbation. The spatial variable x  and the time 

variable t  are also normalized appropriately [22]. The 

system of equations Eq. (1) for the ion sound and 

Langmuir waves has been formulated by V. E. 

Zakharov [23]. 
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In this paper, the basic  interest is to construct the new 

soliton solutions of the system of equations for the ion 

sound and Langmuir waves by performing GKM. In 

Sec. 2, we discuss general structure of GKM [24-29]. 

In Sec. 3, we get dark soliton solutions of the system 

of equations for the ion sound and Langmuir waves by 

implementing GKM. 

2. Basic facts of the GKM 

We survey a common nonlinear partial differential 

equation (NLPDE) 

 , , , , , 0.t x xx xxxP u u u u u                                (2) 

Step 1.  Initially, we must perform the travelling wave 

solution of Eq.(2) as following form; 

   , , , ,iu x t e u kx mt px rt          (3) 

where , ,k m p  and r  are arbitrary constants. Eq.(2)  

was reduced to a nonlinear ordinary differential 

equation: 

( , , , , ) 0,N u u u u                               (4)

        

where  the prime denotes differentiation with regard to 

.  

Step 2. Suggest that the exact solutions of Eq.(4) can 

be tackled as follows; 
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where Q  is 1

1 e
. We highlight that the function 

Q  is solution Eq. (6)  
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Step 3. The solution of Eq.(4) can be expressed as 

follows: 
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 (10) 

To compute the values M and N  in Eq.(10) that is 

the pole order for the general solution of Eq.(4), we 

develop comparably as in the classical Kudryashov 

method on balancing the highest order nonlinear terms 

in Eq.(4) and we can establish a relation of M and 

N . We can find values of M and N . 

Step 4. Substituting Eq.(5) into Eq.(4)  ensures a 

polynomial  R Q  of Q . Extracting the coefficients 

of   R Q  to zero, we get a system of algebraic 

equations. Solving this system, we can identify c   and 

the variable coefficients of

0 1 2 0 1 2, , , , , , , , ,N Ma a a a b b b b . Thus, we gain 

the exact solutions to Eq.(4). 

3. GKM for the system of equations for the ion 

sound and the Langmuir waves 

In this section, we seek the exact solutions of the 

system of equations for the ion sound and Langmuir 

waves by using GKM. 

In an effort to find travelling wave solutions of the Eq. 

(1), we get the transformation by use of the wave 

variables 

       , , , ,

, ,

iE x t e u n x t v

kx mt px rt

  

 

 

   
          (11) 

where , ,k m p  and r  are  arbitrary constants.   

Inserting Eqs. (12-14) into Eq. (1), 

,i i

tiE me u ir e u                                          (12) 

2 22 ,i i i

xxE k e u ipk e u p e u                      (13) 

   
22 2 2 2, , ,tt xx

xx

n r v n p v E p u
         (14)                                                                                                        

we obtain the following system 
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    0,i r pk u                            

                 

(15) 

 2 22 2 0,p u m k u uv                              (16) 

   2 2 2 22 0.r p v p u
                              (17) 

By setting the integration constant to zero, we 

integrate function v with respect to  , we find 

   
2

2

2 2

2
.

p
v u

r p
 


                                (18) 

Putting  Eq.(18) into Eq.(16) and by using Eq. (15), 

we gain 

    2 2 2 2 31 1 2 4 0,p k u k m k u u       (19) 

where the prime remarks the derivative with respect to 

 . 

Substituting Eqs. (5) and (8) into Eq. (19) and 

balancing the highest order nonlinear terms of u  and  
3u  in Eq. (19), then the following formula is found 

                           

2 3 3 1.N M N M N M                 (20) 

If we take 1M   so 2N  ,then 
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The exact solutions of Eq.(1) is obtained as the 

following;  
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When we substitute Eq.(25) into Eq.(21), we get dark 

soliton solutions of Eq.(1)  
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Case 2 
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If we substitute Eq.(27) into Eq.(21), we gain dark 

soliton solutions of Eq.(1) 
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When we substitute Eq.(30) into Eq.(21), we have 

dark soliton solutions of Eq.(1) 
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where 
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In Figures 1-2, we plot two and three dimensional 

graphics of  1 ,E x t  in Eq. (26), which explain the 

vitality of solutions with suitable parameters. In 

Figure 3, we draw two and three dimensional graphics 

of  1 ,n x t  in Eq. (26), which indicate the dynamics 

of solutions with proper parameters. Also, in Figures 

4-5, we plot two and three dimensional graphics of 

 3 ,E x t  in Eq. (30), which express the vitality of 

solutions with appropriate parameters. Finally, in 

Figure 6, we draw two and three dimensional graphics 

of  3 ,n x t  in Eq. (30), which show the dynamics of 

solutions with proper parameters. 

Remark 1. The exact solutions of Eq. (1) were found 

via GKM, have been calculated by using Mathematica 

9. As far as we know, the solutions of Eq. (1) obtained 

in this study, are new and are not observable in former 

literature. 

 

 

 

  

Figure 1. Graph of imaginary values of  1 ,E x t in Eq. (26) is shown at 3, 5, 2, 4, 35 35, 1 1k m p r x t           and the 

second graph represents imaginary values of  1 ,E x t in Eq. (26) for 35 35, 1.x t        
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Figure 2. Graph of real values of  1 ,E x t in Eq. (26) is indicated at 3, 5, 2, 4, 15 15, 1 1k m p r x t           and the 

second graph introduces real values of  1 ,E x t in Eq. (26) for 15 15, 1.x t        

 

 

 

 

  

Figure 3. Graph of  1 ,n x t in Eq. (26) is shown at 3, 2, 4, 25 25, 1 1k p r x t          and the second graph represents 

 1 ,n x t  in Eq. (26) for 25 25, 1.x t     

 

 

 

Figure 4. Graph of imaginary values of  3 ,E x t in Eq. (30) is indicated at 2, 3, 4, 6,k m p r     

25 25, 1 1x t       and the second graph denotes imaginary values of  3 ,E x t in Eq. (30) for 25 25, 1.x t     
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Figure 5. Graph of real values of  3 ,E x t in Eq. (30) is shown at 2, 3, 4, 6, 15 15, 1 1k m p r x t           and the 

second graph remarks real values of  3 ,E x t in Eq. (30) for 15 15, 1.x t     

 

 

 

  

Figure 6. Graph of  3 ,n x t in Eq. (30) is shown at 2, 4, 6, 30 30, 1 1k p r x t          and the second graph represents 

 3 ,n x t  in Eq. (26) for 30 30, 1.x t     

 

4. Physical explanation 

In this section, we will present physical interpretation 

of the system of equations for the ion sound wave 

under the action of the ponderomotive force due to 

high-frequency field and for Langmuir wave. 

Solitons are very special types of solitary waves. 

Soliton solutions occur in two kinds such as dark 

soliton and bright soliton. If the solution is in terms of 

sech function, the soliton is called bright soliton. But 

if the solution is in terms of tanh function, the soliton 

is called dark soliton. In the view of such information, 

the solutions Eqs. (26), (28) and (30) of Eq. (1) are 

dark soliton solutions. 

5. Conclusion 

In this paper, we obtain dark soliton solutions of the 

system of equations for the ion sound and Langmuir 

waves by using GKM. Then, for suitable parametric 

choices, we plot two and three dimensional graphics 

of some dark soliton solutions of this system of 

equations by using Mathematica Release 9. This 

method provides us to do complicated and tedious 

algebraic calculations. That is to say the availability of 

computer programmes such as Mathematica facilitates 

the tedious algebraic calculations. 

The above results show that GKM has been efficient 

for the analytical solutions of the system of equations 

for the ion sound and Langmuir waves. Also, this 

method is a powerful mathematical tool in finding 

new dark and bright soliton solutions. Thus, we can 

point out that GKM has a key role to obtain analytical 

solutions of NLPDEs. The graphical demonstrations 

clearly indicate the effectiveness of the recommended 

method. We suggest that this method can also be 

applied to other NLPDEs. 
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 Wireless sensor networks (WSNs) still attract the attention of researchers, users 

and the private sector despite their low power and low range tendency for 

malfunction. This attraction towards WSNs results from their low cost structure 

and the solutions they offer for many prevalent problems. Many conditions, 

which remain unforeseen or unexpected during the design of the system, may 

arise after the initialization of the system. Similarly, many situations where 

security vulnerabilities take place may emerge in time in WSNs operating 

normally. In this study, we called nodes which enter sleeping mode without any 

further waking up and causing a sparser number of nodes in the network without 

any function in data transmission as Long-Term Sleep Nodes (LT-SN); and 

considered energy spaces caused by such nodes as a problem; and established 

two Linear Programming (LP) models based on the efficiency of the present 

nodes. We offered two different models which present the effect of sensor nodes, 

which were initially operating in wireless sensor network environment and did 

not wake up following sleep mode, on network lifetime. The results of the 

present study report that as the number of LT-SN increases, the lifetime of the 

network decreases.   
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1. Introduction 

Technological developments in Wireless sensor 

networks (WSNs) field are indicating that WSNs will 

be much more prevalently utilized in the future. 

Important advancements were made regarding the 

solution of many bottlenecks thanks to studies carried 

out on WSNs until now [1]. However, many more 

studies have to be carried out in order to provide 

solutions for the energy efficiency and high lifetime 

bottlenecks [2]. There are more challenges (i.e., 

computation/communication, save energy, balance 

energy, maximize network lifetime, minimize energy 

consumption, minimizing processing time, 

communication and message complexity, optimized 

and select the best transmission routes, query huge 

amount of data) to be overcome in WSNs.  

When a node's energy is a critical level, it cannot 

provide sensor data to the network, and it cannot 

forward data from other nodes. This situation leads to 

the formation of energy gaps in the network and 

higher energy consumption. Due to these holes, both 

security vulnerability occurs and more load is put on 

the rest of the nodes [3]. Hence, this affects the 

network lifetime adversely [4]. Problems like this 

have their negative effects on network robustness and 

stability [5]. Energy is one of the main sources that 

has to be used effectively in WSNs. In the present 

case, since studies related to the wireless charging of 

the sensor nodes have not reached a sufficient level 

yet [6], our primary objective is the best utilization of 

the battery energy in the nodes of the sensor network. 

By using the energies of the nodes in the network 

more effectively, the lifetime of the networks is 

extended and more long term operation can be 

maintained.  Therefore, it can be inferred that a linear 

relationship is present between the lifetime of the 

network and effective use of the energy. Spaces are 

forming in a sensor network with full initial coverage 

area due to nodes entering sleeping mode and losing 

connection with the network over time. These spaces 

both cause security issues and more workload on the 

remaining nodes which are required to protect and 

observed the same related area. This naturally causes 

high level energy consumption due to the forming 

spaces and as a result of excessive energy 
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consumption, the lifetime of the network is negatively 

affected due to this fact.  

In this paper, we accepted the effects on the lifetime of 

the network and the consumed energy due to the 

energy spaces caused by LT-SN nodes, which are not 

participating in data transmission, as a problem. Our 

purpose was the most efficient lifetime extension of 

the network and minimization of the consumed energy 

by using program codes written in a mathematical 

programming and optimization environment and 

compatible with the configured mathematical model 

despite the presence of LT-SN nodes with known 

locations in the network environment which are not 

performing sensing duties. 

We can define the contribution of this paper to the 

literature as follows: (1) introducing the LT-SN 

concept to wireless sensor networks and developing a 

model compatible with this concept, (2) configuration 

of the same area in the most optimal way with the 

remaining nodes for observation by using two 

different algorithms and (3) analysing the performance 

of the suggested LP mathematical model related to the 

researched problem via the performed simulations. 

The remain of this paper is organized as follows: The 

Section 2 gives a brief review of the literature review 

efforts on minimizing energy and maximizing the 

lifetime WSN. Section 3 gives system model, and LP 

formulations. Analysis based on LP models are given 

in Section 4. Section 5 gives the conclusion of the 

paper.  

2. Literature review 

In this section, we shortly summarize related research 

efforts on minimizing dissipation energy, and 

maximizing the lifetime of WSN, which involves 

looking at the mathematical LP formulation of the 

impact LT-SN on dissipation energy, and maximum 

lifetime. Recently, significant efforts have been made 

on reducing the energy consumed by node or to 

extend the lifetime of the network [7,8].  Bulut and 

Korpeoglu [7] proposed a novel model named 

dynamic sleep scheduling protocol (DSSP), for 

extending the lifetime by keeping only a necessary set 

of sensor nodes active. Singh and Bharti [8] proposed 

a sleep management protocol which support sleep or 

awake mode to conserve energy consumption. Jurdak 

and Ruzelli [9] proposed a node energy model which 

includes energy components for radio transmission, 

reception, listening, and sleeping mode. Despite the 

fact that some previous studies have investigated the 

impact of short-term sleeping node on network 

lifetime in wireless sensor network [10,11], the impact 

of LT-SN on the network lifetime has not been fully 

investigated.  Wang et al [10] proposed a scheduling 

algorithm, namely, energy-consumption-based CKN, 

to prolong the network lifetime. Chachra and Marefat 

[11] proposed several distributed algorithms to 

perform sensor and radio sleep scheduling in WSNs. 

Saraswat et al. [12] proposed a scheme and the 

lifetime of the nodes based on overall energy 

consumption is estimated and studied the effect of 

duty cycle on expected energy consumption was 

studied. Pagar et al. [13] proposed radio power modes 

which dynamically change according to current traffic 

situation in the network. They addressed deep sleep 

mode pulled low current, but it caused more energy 

costs due to delays.  Mahani et al. [14] studied the 

multi-mode structures from credibility viewpoint of 

the sleep modes. They showed sleep modes lead to 

long path length from source to sink and so decreased 

the message credibility. In this study, we tried to draw 

the attention of researchers especially to the 

observation and sensing requirement of the emptied 

areas caused by LT-SN nodes as well as the required 

extra energy. This study carries similarities with 

Cardei et al. [15] if considered regarding the coverage 

or protection, however differs completely with the LT-

SN concept. This is because they aim to increase the 

energy efficiency by holding one part of the nodes in 

sleeping mode while sustaining the other part in a 

waked state. In our study however, the nodes entering 

sleeping modes do not wake up again, therefore they 

have no role in data production or data transmission. 

As time passes, the remaining nodes which have the 

objective of protecting the area are facing an increased 

data transmission load and are consuming more 

energy caused by the disappearance of the LT-SN 

nodes in some sense. Yuksel et al. [16] researched the 

most critical node in network environment by 

resolving the LP problem which maximizes lifetime 

parameter. Our present study is in parallel with the 

study of [16] both in terms of investigating the effects 

of network on general life when certain nodes are out-

of-service and with regard to LP model.  Pala et al. 

[17] investigated the excess energy due to nodes in 

partial sleeping mode, which are only able to transmit 

the sensed data to the center or which have no source 

or in-between node role at all. Our present study 

differs from in [17] study in three regards: (i) two 

different LP models which are more advanced, 

maximizing the lifetime and minimizing the power 

consumptions were used. (ii) the LT-SN in this 

present model are not used as a source or node in-

between in any way. (iii) the present model is able to 

transmit data, produced by single as well as multiple 

sources, to the target. 

3. Concept and model 

Throughout this research paper, our main aim is to 

investigate the effects of LT-SN that are not served 

during the data transfer [18] on energy dissipation 

characteristics of sensor nodes. In this section, we 

clarify the assumptions, define our system model, and 

formulate the optimization problem. By using the 

developed model, we formulate minimizing consumed 

energy and maximizing lifetime in the network as an 

LP framework. 
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3.1. System model 

Network topology is a G (W, A) diagram which is 

complete and directional. W is the set of all sensors 

including the base station. V is indicating the set of 

sensor nodes excluding base station (BS) V=W \ {1}. 

A = {(x, y): x ∈ V, y ∈ W-x} is the cluster of all 

border points.  

All messages that will be sent from node Nx to node 

Ny during network lifetime are referred as βxy.   

All system notations used in this study are presented 

in Table 1. 

 

Table 1. Summary of notation 

Variable Description 

A Set of arcs 

W The set of nodes including the base 

station (BS) 

V The set of nodes excluding the BS 

Sx The data generated by node Nx 

N The number of nodes in a network 

environment 

NS Number of source nodes 

NLT-SN Number of long-term sleep nodes 

VA Deployment area 

NSRC Source node 

U Set of source nodes 

ε Transmitters efficiency 

ρ The energy consumed in the 

electronic circuit 

α Transmission path loss exponent 

ex The battery power of each node in a 

network environment 
z

xy
  Data flow from node Nx to node Ny 

(z-source data stream) 

Erx The amount of consumed energy for 

receiving data 

Etx The amount of consumed energy 

whereas transmitting one bit of data 

form node Nx to node Ny 

dxy The distance between two nodes 

L Network lifetime (s) 

 

 

Throughout this study, we use the first order radio 

parameters given in [19]. 

 

, ( )Tx xy xyE d                  (1) 

RxE     (2) 

2 2

2 1 2 1( ) ( )xyd x x y x      (3) 

 
Eq. (1) and Eq. (2) illustrate the amount of energy for 

transmission (from node Nx to Ny) and reception of a 

bit, respectively.  

 

 

Where ρ models the energy dissipation on electronic 

circuitry (ρ = 50 nJ), ε indicate the transmitter’s 

efficiency (ε = 100 pJ), α represents the path loss 

exponent, and dxy is the distance between Nx and Ny, 

based on Euclidean distance as shown in Eq. (3).  

The Euclidean distance is calculated between each 

sensor node and BS.  

In this study, the life of the network is considered as 

the duration between the time   network starts 

operation and the time when the first node in the 

network consumes   entire its energy and dies [20].  

On the same network area 100 nodes, 50 nodes and 25 

nodes network topologies were used.  

The placement of the nodes in the network 

environment was different for each topology.  

In each simulation, which carried out the node 

placement is kept constant.  

The only thing that varies in each simulation was 

randomly selected source nodes. 

3.2. LP framework 

Equations of the LP optimization problem which are 

minimizing the battery energy of the sensor nodes are 

given in the Eq. (4)-Eq. (11) interval, while the 

equations of the LP optimization problem which are 

extending the lifetime are given in the Eq. (12)-Eq. 

(19) interval [21]. 

If the given model equations are solved with the 

optimization program, the data produced by the 

sources is sent to the collecting node via the most 

ideal way and lowest energy utilization possible, 

dependent on the obtained data transmission model. 

The multiple to single (convergecast) transmission 

mode was used during data transmission.  

All nodes except the source node, collection node and 

LT-SN nodes are able to operate as a relay (in-

between node).  

In scenarios multiple sources are used (double, triple, 

quintet), each source is programmed in such a way 

that they can operate as a potential relay node for the 

other source nodes.  

For example, three of 100 randomly distributed nodes 

with the purpose of observing a disc shaped area with 

a radius of R=100 m shall act as source nodes (N15, 

N21 and N95) and 5% (N2, N13, N33, N59 and N66) shall 

be LT-SN. The LP model accepts all nodes as in-

between nodes except the LT-SN and the target and 

sends data produced in three separate to the target 

node in an energy minimizing fashion.  

Each node that is producing data is able to act as a 

potential relay node for the other data producing 

nodes.  

The objective function of optimization problem is to 

minimize the ex parameters as given below: 
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Minimize ex     

Subject to the following constraints:  

0 ( , )xy x y W                                                   (4) 

1
0, ( , , ) and 

x y xxy if N N N N x y z W               (5) 

0,xy y LT SN LT SNif N N y U                  (6) 

0,xy x LT SN LT SNif N N x U                  (7) 

xy yx x SRC

y V y V

S x U 
 

                              (8) 

x xy yx DST

y V y V

S x U 
 

                             (9) 

,xy yx x SRC

y V y V

x V N N 
 

                       (10) 

*Rx xy Tx yx x

z U y V z U y V

E E e x V 
   

              (11) 

 

Seeing that the objective is to minimize the energy 

dissipation of nodes for this model, our first problem 

is the minimization of the maximum energy 

consumption in the network by finding the βxy that 

satisfier the constraints. The equations belonging to 

the recommended first LP framework may be 

explained briefly as follows: 

Eq. (4) shows that all currents flowing in the network 

are positive.  

Eq. (5) shows currents that should and should not be 

present within the network. For example, a node 

cannot send data to itself. Similarly, a base station 

cannot send data to a node.  

Eq. (6) shows that none of the nodes within the 

network can send data to the LT-SN nodes.  

Eq. (7) shows that none of the LT-SN nodes can send 

data to the nodes within the network. 

Eq. (8) shows that the data sent by nodes to other 

nodes is equal to the data produced by that node and 

the data obtained by other nodes.  

Eq. (9) shows that the sum of data produced by one 

node and the data obtained by other nodes is equal to 

the data sent to other nodes by that node.  

Eq. (10) shows that each node can act as a node in-

between, except the base station, LT-SN and node 

operating as a source. Eq. (11) shows that the sum of 

total energy consumed for receiving the total energy 

by each node and the sum of the total energy 

consumed for the sent data is not greater than its 

battery energy, except for base station and LT-SN. 

Our purpose with the second LP model is the 

maximization of the network lifetime (Eq. (12). 

Equations of this model are given in the Eq. (13)-Eq. 

(19) interval. While single, double, triple and quintet 

data sources were used simultaneously in the first LP 

model which is minimizing the consumed energy, 

single and triple sources were used in the second LP 

model which maximizes the lifetimes.  

The objective function of optimization problem is to 

maximize the L parameters as given below: 

Maximize L                                                   (12)  

Subject to the following constraints:  

      

0 ( , )xy x y W                   (13) 

0, ( , )xy x yif N N x y W                          (14) 

0,xy y LT SN LT SNif N N y U                   (15) 

10, andxy x LT SN xif N N N N                 (16) 

xy x yx SRC

y V y V

S L x U 
 

                                (17) 

,
xy yx x SRC

y V y V

x V N N 
 

                           (18) 

*Rx xy Tx yx x

y V y V

E E e x V 
 

                           (19) 

4. Analysis 

In the first scenario where the effects of the LT-SN on 

the general lifetime of the network are investigated by 

using two different LP models, the utilized energy is 

minimized in the best way possible by a linear 

program coded in a General Algebraic Modeling 

System (GAMS) optimization and modeling software 

environment [22] while in the second scenario, the 

lifetime of the nodes was tried to be maximized 

[23,24].  

While single, double, triple and quintet sources were 

used in the first LP model, single and triple sources 

were used in the second LP model. Initially, a R=100 

radius, disc shaped area was observed by 100 sensor 

nodes. In this scenario, the data was initially produced 

by a single source as 1024 bit. The data producing 

source changes on each operation. In this regard, the 

produced data are sent to the exact center of the disc 

area and the N1 collecting node present at the 

coordinates (0,0) via the most ideal algorithm together 

with energy minimization through linear 

programming. In this scenario, the nodes are operating 

normally and no LT-SN node is present. The average 

of the lowest energy consumption values of 1000 

operations were obtained in this scenario and are kept 

for the later obtainment of single source normalized 

reference values. This is because the scenario in which 

all nodes are operating is a normal scenario. As time 

progresses, the number of LT-SN increases and the 

results obtained in each run are divided with normal 

values in order to obtain the normalized values. The 

state of the consumed energy or obtained network 

lifetime durations will be evaluated in accordance to 

the values obtained under normal conditions. 

The initial scenario of 100 nodes protecting and 

observing the disc area with one source is afterwards 

repeated with double sources, triple sources and 

quintet sources. In the quintet operation, the data 

produced by any five sources distributed randomly 

within the disc area, with the exception of the 

collecting node, is transmitted to the collecting node 

via the remaining nodes. 
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In the following scenarios, single source, double 

source, triple source and quintet source operations are 

carried out with 50 nodes in the R=100 m radius disc 

shaped area. The same procedure is carried out for 25 

nodes in single source, double source, triple source 

and quintet source as well. Each run is repeated 1000 

times and the obtained mean values are saved for 

normalization. Initially, the locations of the sensor 

nodes scattered in the area did not change at all. As 

the LT-SN decrease after some time, the distance 

between the remaining nodes increases naturally.  

New analysis was carried out under the assumption 

that the LT-SN nodes within the wireless sensor 

network are emerging as time progresses and that their 

numbers increase by 1%, 4%, 6%, 8%, 10%, 20%, 

30%, 40%, 50%, 60%, 70%, 80% and 90%. In the 

case of increase; the number of the nodes (25, 50 and 

100) as well as the number of sources was considered. 

Analysis that had been carried out as single source 

initially were performed with multiple sources 

afterwards in respective order. During these studies, 

the LT-SN nodes were not allowed to operate in 

source, target or in-between node mode in any way. 

Nodes other than these were allowed to produce data 

as single, double, triple or quintet source nodes and 

the data produced by the sources was transmitted to 

the central node via the remaining nodes, except the 

LT-SN nodes. 

The first LP model used in the study was 

mathematically minimizing the energy consumption. 

After the solution of the first model with a program 

coded in the GAMS environment, Figure 1, Figure 2, 

Figure 3, Figure 4 and Figure 5 were obtained 

following the analysis.  

The second LP model on the other hand was 

maximizing the lifetime. Figure 6 and Figure 7 was 

obtained via the solution of the second model. 

In Figure 1, the consumed normalized energy values, 

in the case where single, double, triple and quintet 

sources are used for N=100, are given as a function of 

the percentage increase of the LT-SN nodes. The LT-

SN nodes increase in 1%, 4%, 6%, 8%, 10%, 20%, 

30%, 40%, 50%, 60%, 70%, 80% and 90% steps. As it 

can be observed in the graph, as the number of sources 

that are simultaneously producing data increases, the 

consumed energy increases as well. As the number of 

LT-SN nodes increases for each scenario shown in the 

graph, the remaining nodes receive a higher data 

transmission load and therefore the consumed energy 

increases as well. While the lowest energy 

consumption was observed in the single source 

scenario, the highest energy consumption was 

observed in the quintet scenario. As shown in Table 2, 

in an area with 100 nodes present, a LT-SN node 

increase of 10% corresponds to 0.9%, 1.0%, 9.0% and 

11.1% utilized and normalized energy values for 

single, double, triple and quintet sources, respectively. 

In the scenario where N=100 nodes were used, the 

utilized and normalized energy values for single, 

double, triple and quintet sources in the case where the 

LT-SN nodes reached 20% was 5.6%, 7.7%, 18.4% 

and 19.4%, respectively. 

 

Table 2. Percentage consumed power in case of using single 

and dual source node 

Increase of the percentage consumed energy (for N = 25) 

NLT-SN (%)   NS=1 NS=2 NS=3 NS=5 

10 9.1% 11.0% 14.1% 25.2% 

20 18.4% 21.8% 23.0% 29.3% 

30 19.7% 24.8% 25.8% 56.0% 
Increase of the percentage consumed energy (for N = 50) 

NLT-SN (%)   NS=1 NS=2 NS=3 NS=5 

10 5.8% 12.0% 13.9% 15.3% 

20 9.5% 13.0% 15.5% 21.4% 

30 12.9% 14.7% 16.3% 29.9% 

 Increase of the percentage consumed energy (for N = 100) 

NLT-SN (%)   NS=1 NS=2 NS=3 NS=5 

10 0.9% 1.0% 9.0% 11.1% 

20 5.6% 7.7% 18.4% 19.4% 

30 11.7% 12.2% 19.8% 19.9% 

 

In Figure 2, the consumed normalized energy values, 

in the case where single, double, triple and quintet 

sources are used for N=50, are given as a function of 

the percentage increase of the LT-SN nodes. As the 

number of LT-SN nodes increases for each scenario 

shown in the graph, the remaining nodes receive a 

higher data transmission load and therefore the 

consumed energy increases as well. While the lowest 

energy consumption was observed in the single source 

scenario, the highest energy consumption was 

observed in the quintet scenario. As shown in Table 2, 

in an area with 50 nodes present, a LT-SN node 

increase of 10% corresponds to 5.8%, 12.0%, 13.9% 

and 15.3% utilized and normalized energy values for 

single, double, triple and quintet sources, respectively. 

If the N=100 and N=50 node scenarios are evaluated 

for a LT-SN node increase of 10%, it can be inferred 

that the latter consumes more energy. This is because 

it is more advantageous to protect the present area 

with 100 nodes instead of 50 nodes. 

 
Figure 1. In the case where single, double, triple and quintet 

sources are used for N=100, the consumed normalized 
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energy value as a function of LT-SN nodes is. 

 
Figure 2. In the case where single, double, triple and quintet 

sources are used for N=50, the consumed normalized energy 

value as a function of LT-SN nodes is. 
 

In Figure 3, the consumed normalized energy values, 

in the case where single, double, triple and quintet 

sources are used for N=25, are given as a function of 

the percentage increase of the LT-SN nodes. As the 

number of LT-SN nodes increases for each scenario 

shown in the graph, the remaining nodes receive a 

higher data transmission load and therefore the 

consumed energy increases as well. While the lowest 

energy consumption was observed in the single source 

scenario, the highest energy consumption was 

observed in the quintet scenario. As shown in Table 2, 

in an area with 25 nodes present, a LT-SN node 

increase of 10% corresponds to 9.1%, 11.0%, 14.1% 

and 25.2% utilized and normalized energy values for 

single, double, triple and quintet sources, respectively. 

If the N=50 and N=25 node scenarios are evaluated 

for a LT-SN node increase of 10%, it can be inferred 

that the latter consumes more energy. This is because 

it is more advantageous to protect the present area 

with 50 nodes instead of 25 nodes. The results 

obtained for the case where a single source was used 

for N=25, N=50 and N=100 nodes is graphically and 

collectively shown, in Figure 4. We can infer that all 

three curves are displaying a tendency for increase due 

to the increased number of LT-SN nodes.  The energy 

consumption changes in relation with the number of 

nodes used in the network, as the number of nodes 

increases, the consumed energy decreases. While the 

highest energy consumption was observed in the 

N=25 node condition, the most ideal energy 

consumption was observed at N=100. The results 

obtained for the case where quintet sources were used 

for N=25, N=50 and N=100 nodes is graphically and 

collectively shown, in Figure 5. In the graph, we can 

observe that all three curves are displaying a tendency 

for increase due to the increased number of LT-SN 

nodes and that they display a higher increase than the 

single source.  The energy consumption changes in 

relation with the number of nodes used in the network, 

as the number of nodes increases, the consumed 

energy decreases. While the highest energy 

consumption for quintet sources was observed in the 

N=25 node condition, the most ideal energy 

consumption for quintet sources was observed at 

N=100. 

 
Figure 3. In the case where single, double, triple and quintet 

sources are used for N=25, the consumed normalized energy 

value as a function of LT-SN nodes is. 
 

 
Figure 4. In the case where single sources are used for 

N=25, N=50 and N=100 the consumed normalized energy 

value as a function of LT-SN nodes is. 

 

 
Figure 5. In the case where quintet sources are used for 

N=25, N=50 and N=100 the consumed normalized energy 

value as a function of LT-SN nodes is. 
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As it is shown in Figure 6, which was obtained via the 

solution of the second model, the normalized lifetime 

durations obtained for N=25, N=50 and N=100 nodes 

where a single source was used, are given as a 

function of the LT-SN nodes. While the highest 

lifetime durations are given with the curve where 

N=100 nodes were used, the lowest lifetime durations 

are given with the curve where N=25 nodes were 

used. The lifetime durations decreased due to the 

increased LT-SN nodes in all three curves. The 

lifetime durations decreased 13.0%, 4.0% and 1.9% 

for N=25, N=50 and N=100 nodes, respectively. As it 

is shown in Figure 7, which was obtained via the 

solution of the second model, the normalized lifetime 

durations obtained for N=25, N=50 and N=100 nodes 

where a triple source was used, are given as a function 

of the LT-SN nodes. 

  

 
Figure 6. In the case where single sources are used for 

N=25, N=50 and N=100 the obtained normalized lifetime as 

a function of LT-SN nodes is. 

 

 
Figure 7. In the case where triple sources are used for 

N=25, N=50 and N=100 the obtained normalized lifetime as 

a function of LT-SN nodes is. 
 

While the highest lifetime durations are given with the 

curve where N=100 nodes were used, the lowest 

lifetime durations are given with the curve where 

N=25 nodes were used. The lifetime in all three curves 

decreased due to the increased LT-SN nodes as well as 

the increasing number of sources. The lifetime 

durations for triple sources are 13.8%, 5.7% and 3.0% 

for N=25, N=50 and N=100 nodes, respectively. 

5. Conclusion 

In this study, we accepted the effects on the lifetime of 

the network and the consumed energy due to the 

energy spaces caused by LT-SN nodes, which are 

entering long term sleeping mode and are not waking 

up, thus are not participating in data transmission and 

are causing security issues, as a problem. We widely 

studied the effect of the LT-SN nodes on the network 

lifetime as well as the energy consumption.  For this 

reason, we established two different linear 

programming models which minimize the energy 

consumption, extend the lifetime and carry out the 

most ideal data guidance. 

The decreased number of the nodes placed randomly 

on the area was defined as LT-SN nodes in order to 

cover the present area in a complete manner with the 

remaining nodes after each run. Particularly the 

analysis results of our second LP model are similar 

with the results reported in [16]. Authors [16] found 

the effect of the most critical node as 2.0% in the 

topology where 100-sensor node was preferred by 

using discrete energy consumption model. In the 

present study, it was found that the network lifetime 

would fall down 1.9% when 10% nodes were out of 

service in case that same number of nodes, same 

topology and continuous energy model were used 

through LP.  
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1. Introduction

Nonlinear integral equations appear in many
problems of contemporary physics and mechan-
ics (see., e.g. [1] - [7]). Integral constraint on the
control functions is inevitable if the control effort
is exhausted by consumption. Such controls arise
in various problems of economics, medicine, biol-
ogy, mechanics and physics (see, [8] - [11]). Note
that control system with integral constraint on
the control functions, where the behavior of the
system is given by a nonlinear differential equa-
tion is investigated in [8, 9].

In this paper the control system described by a
Urysohn type integral equation is considered. It is
assumed that integral equation is nonlinear with
respect to the state vector and is affine with re-
spect to the control vector. The closed ball of the
space Lp (E;Rm) (p > 1) with radius r and cen-
tered at the origin is chosen as the set of admis-
sible control functions. The compactness of the
set of trajectories of the system generated by all
admissible control functions is studied. Note that
compactness of the set of trajectories guaranties

the existence of the optimal trajectories in the
optimal control problem with continuous payoff
functional. Compactness of the set of trajectories
of control systems described by the Volterra type
integral equations is studied in [12, 13].

The paper is organized as follows: In Section 2
the conditions which satisfy the system are for-
mulated (Conditions A, B and C). In Section 3 it
is proved that every admissible control function
generates a unique trajectory of the system (The-
orem 1). In Section 4 it is shown that the set
of trajectories is bounded (Theorem 2). Precom-
pactness of the set of trajectories is specified in
Section 5 (Theorem 3). In Section 6 the closed-
ness of the set of trajectories is shown (Theorem
4), and hence compactness of the set of trajecto-
ries is obtained (Theorem 5).

2. Preliminaries

The control system described by an integral equa-
tion

*Corresponding Author

59

http://creativecommons.org/licenses/by/4.0/


60 N. Huseyin /Vol.7, No.1, pp.59-65 (2017) c©IJOCTA

x(ξ) = f (ξ, x (ξ)) + λ

∫

E

[

K1 (ξ, s, x (s))

+ K2 (ξ, s, x (s))u (s)
]

ds (1)

is considered, where x ∈ R
n is the state vector,

u ∈ R
m is the control vector, ξ ∈ E, E ⊂ R

k is a
compact set.

Let p > 1 and r > 0 be given numbers. The func-
tion u(·) ∈ Lp

(

E;Rm
)

such that ‖u(·)‖p ≤ r is
said to be an admissible control function, where

‖u(·)‖p =





∫

E

‖u(s)‖p ds





1

p

, ‖·‖ denotes the

Euclidean norm.

The set of all admissible control functions is de-
noted by symbol Up,r , i.e.

Up,r =
{

u(·) ∈ Lp

(

E;Rm
)

: ‖u(·)‖p ≤ r
}

.

If u(·) ∈ Up,r , then Hölder’s inequality yields that
∫

E

‖u(s)‖ ds ≤ [µ(E)]
p−1

p r , (2)

where µ(E) denotes the Lebesgue measure of the
set E.

It is assumed that the functions and a number
λ ∈ R

1 given in system (1) satisfy the following
conditions:

A. The functions f(·) : E × R
n → R

n, K1(·) :
E×E×R

n → R
n andK2(·) : E×E×R

n → R
n×m

are continuous;

B. There exist l0 ∈ [0, 1), l1 ≥ 0 and l2 ≥ 0 such
that

‖f(ξ, x1)− f(ξ, x2)‖ ≤ l0 ‖x1 − x2‖

for every (ξ, x1) ∈ E × R
n, (ξ, x2) ∈ E × R

n and

‖K1(ξ, s, x1)−K1(ξ, s, x2)‖ ≤ l1 ‖x1 − x2‖ ,

‖K2(ξ, s, x1)−K2(ξ, s, x2)‖ ≤ l2 ‖x1 − x2‖

for every (ξ, s, x1) ∈ E × E × R
n, (ξ, s, x2) ∈

E × E × R
n;

C. The inequality

0 ≤ λ
[

l1µ (E) + l2 [µ(E)]
p−1

p r
]

< 1− l0

is satisfied.

We set

l(λ) = l0 + λ
[

l1µ (E) + l2 [µ(E)]
p−1

p r
]

. (3)

If u(·) ∈ Up,r, then (2) and condition C yield

λ

1− l0

∫

E

(l1 + l2 ‖u(s)‖) ds

≤
λ

1− l0

(

l1µ(E) + l2 [µ(E)]
p−1

p r
)

< 1. (4)

Let us define a trajectory of the system (1) gener-
ated by an admissible control function u(·) ∈ Up,r.

A continuous function x(·) : E → R
n satisfying

the integral equation (1) for every ξ ∈ E is said to
be a trajectory of the system (1) generated by the
admissible control function u(·) ∈ Up,r . The set
of trajectories of the system (1) generated by all
control functions u(·) ∈ Up,r is denoted by Xp,r.

For ξ ∈ E we denote

Xp,r(ξ) = {x(ξ) ∈ R
n : x(·) ∈ Xp,r} . (5)

The set Xp,r(ξ) is useful for visualization of the
set of trajectories.

Now, let us give an auxiliary proposition, which
will be used in following arguments.

Proposition 1. Let E ⊂ R
k be a compact set,

v(·) : E → R and h(·) : E → R be continuous
functions, ψ(·) : E → [0,+∞) be a Lebesgue inte-

grable function,

∫

E

ψ(s)ds < 1 and

v(ξ) ≤ h(ξ) +

∫

E

ψ(s)v(s)ds (6)

for every ξ ∈ E. Then the inequality

v(ξ) ≤ h(ξ) +

∫

E

h(s)ψ(s)ds

1−

∫

E

ψ(s)ds

(7)

holds for every ξ ∈ E.

Moreover, if h(ξ) = h∗ for every ξ ∈ E, then it
follows from (7) that

v(ξ) ≤
h∗

1−

∫

E

ψ(s)ds

(8)

for every ξ ∈ E.

Proof. Since ψ(·) is nonnegative function, we
have from (6)

v(ξ)ψ(ξ) ≤ h(ξ)ψ(ξ) + ψ(ξ)

∫

E

ψ(s)v(s)ds

for every ξ ∈ E, and hence
∫

E

v(s)ψ(s)ds ≤

∫

E

h(s)ψ(s)ds

+

∫

E

ψ(s)ds ·

∫

E

ψ(s)v(s)ds.
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Since

∫

E

ψ(s)ds < 1, then the last inequality im-

plies

∫

E

v(s)ψ(s)ds ≤

∫

E

h(s)ψ(s)ds

1−

∫

E

ψ(s)ds

. (9)

(6) and (9) yield the validity of (7). �

3. Existence and Uniqueness of

Trajectories

Conditions A - C guarantee that every admissible
control function generates a unique trajectory.

Theorem 1. Let the conditions A - C be satisfied
and u∗(·) ∈ Up,r. Then the system (1) has unique
trajectory x∗(·) generated by the admissible con-
trol function u∗(·).

Proof. Define a map x(·) → A(x(·)), x(·) ∈
C (E;Rn) , setting

A (x(·)) |(ξ) = f (ξ, x (ξ)) + λ

∫

E

[

K1 (ξ, s, x (s))

+K2 (ξ, s, x (s))u∗ (s)
]

ds, ξ ∈ E, (10)

where C (E;Rn) is the space of continuous func-
tions x(·) : E → R

n with norm ‖x(·)‖C =
max {‖x(ξ)‖ : ξ ∈ E} . Since u∗(·) ∈ Up,r, x(·) ∈
C (E;Rn) then by virtue of condition A we have
that the map ξ → A(x(·))|(ξ), ξ ∈ E, is continu-
ous, and hence A(x(·)) ∈ C (E;Rn) .

Let x1(·) ∈ C (E;Rn) and x2(·) ∈ C (E;Rn) be
arbitrarily chosen functions. From condition B,
(2) and (3) it follows that the inequality

∥

∥A (x2(·)) |(ξ)−A (x1(·)) |(ξ)
∥

∥

≤ l0 ‖x2 (ξ)− x1 (ξ)‖

+λl1

∫

E

‖x2 (s)− x1 (s)‖ ds

+λl2

∫

E

‖x2 (s)− x1 (s)‖ ‖u∗(s)‖ ds

≤

[

l0 + λl1µ (E) + λl2

∫

E

‖u∗(s)‖ ds

]

· ‖x2 (·)− x1 (·)‖C

≤
[

l0 + λl1µ (E) + λl2 [µ(E)]
p−1

p r
]

· ‖x2 (·)− x1 (·)‖C
= l(λ) ‖x2 (·)− x1 (·)‖C

holds for every ξ ∈ E, and consequently
∥

∥A (x2(·)) |(·)−A (x1(·)) |(·)
∥

∥

C

≤ l(λ) ‖x2 (·)− x1 (·)‖C . (11)

According to the condition C and (3) we have
l(λ) < 1. (11) implies that the map A(·) :

C (E;Rn) → C (E;Rn) defined by (10) is con-
tractive, and hence it has a unique fixed point
x∗(·) ∈ C (E;Rn) which is unique solution of the
equation

x∗(ξ) = f (ξ, x∗ (ξ)) + λ

∫

E

[

K1 (ξ, s, x∗ (s))

+ K2 (ξ, s, x∗ (s))u∗ (s)
]

ds, ξ ∈ E.

�

4. Boundedness

In this section the boundedness of the set of tra-
jectories Xp,r is proved. Denote

γ0 = max {‖f(ξ, 0)‖ : ξ ∈ E} , (12)

γ1 = max {‖K1(ξ, s, 0)‖ : (ξ, s) ∈ E × E} , (13)

γ2 = max {‖K2(ξ, s, 0)‖ : (ξ, s) ∈ E × E} . (14)

Proposition 2. Let the functions f(·) : E×R
n →

R
n, K1(·) : E × E × R

n → R
n and K2(·) :

E × E × R
n → R

n×m satisfy the conditions A
and B. Then

‖f(ξ, x)‖ ≤ γ0 + l0 ‖x‖ ,

‖K1(ξ, s, x)‖ ≤ γ1 + l1 ‖x‖ ,

‖K2(ξ, s, x)‖ ≤ γ2 + l2 ‖x‖

for every (ξ, s, x) ∈ E × E × R
n, where the con-

stants l0, l1 and l2 are given in condition B.

Proof. Let us prove the validity of 3rd inequality.
The proofs of 1st and 2nd inequalities are similar.
According to the conditions A and B we have

‖K2(ξ, s, x)−K2(ξ, s, 0)‖ ≤ l2 ‖x‖

for every (ξ, s, x) ∈ E × E × R
n, and hence

‖K2(ξ, s, x)‖ ≤ l2 ‖x‖

+max {‖K2(ξ, s, 0)‖ : (ξ, s) ∈ E × E}

The last inequality and (14) complete the
proof. �

Denote

γ∗ =
γ0 + λγ1µ (E) + λγ2 [µ(E)]

p−1

p r

1− l(λ)
, (15)

where l(λ) is defined by (3), γ0 ≥ 0, γ1 ≥ 0 and
γ2 ≥ 0 are defined by (12), (13) and (14) respec-
tively.

Theorem 2. Let the conditions A - C be satisfied.
Then for every x(·) ∈ Xp,r the inequality

‖x(·)‖C ≤ γ∗

holds.

Proof. Let x(·) ∈ Xp,r be an arbitrary trajec-
tory, generated by the admissible control function
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u(·) ∈ Up,r. Proposition 2 and (2) imply

‖x(ξ)‖ ≤ γ0 + l0 ‖x(ξ)‖

+λ

∫

E

(γ1 + l1 ‖x (s)‖) ds

+λ

∫

E

(γ2 + l2 ‖x (s)‖) ‖u (s)‖ ds

≤ l0 ‖x(ξ)‖+ γ0 + λγ1µ (E)

+λγ2 [µ (E)]
p−1

p r

+λ

∫

E

(l1 + l2 ‖u (s)‖) ‖x (s)‖ ds

for every ξ ∈ E. Since l0 ∈ [0, 1), then we obtain
from the last inequality

‖x(ξ)‖ ≤
γ0 + λγ1µ (E) + λγ2 [µ (E)]

p−1

p r

1− l0

+
λ

1− l0

∫

E

(l1 + l2 ‖u (s)‖) ‖x (s)‖ ds (16)

for every ξ ∈ E. Since u(·) ∈ Up,r, then from (3),
(4), (15), (16) and Proposition 1 it follows

‖x(ξ)‖ ≤
γ0 + λγ1µ (E) + λγ2 [µ(E)]

p−1

p r

1− l0

·
1

1−
λ

1− l0

∫

E

(l1 + l2 ‖u (s)‖) ds

≤
γ0 + λγ1µ (E) + λγ2 [µ(E)]

p−1

p r

1− l0

·
1

1−
λ

1− l0

[

l1µ(E) + l2 [µ(E)]
p−1

p r
]

=
γ0 + λγ1µ (E) + λγ2 [µ(E)]

p−1

p r

1− l(λ)
= γ∗

for every ξ ∈ E, and hence ‖x(·)‖C ≤ γ∗. �

5. Precompactness

Let ∆ > 0 be a given number, γ∗ > 0 be defined
by (15), Bn(γ∗) = {x ∈ R

n : ‖x‖ ≤ γ∗}. Denote

G1 = E ×Bn(γ∗), G2 = E × E ×Bn(γ∗), (17)

ω0(∆) = max
{

‖f(ξ2, x)− f(ξ1, x)‖ :

‖ξ2 − ξ1‖ ≤ ∆,

(ξ1, x) ∈ G1, (ξ2, x) ∈ G1

}

, (18)

ω1(∆) = max
{∥

∥K1(ξ2, s, x)−K1(ξ1, s, x)
∥

∥ :

‖ξ2 − ξ1‖ ≤ ∆, (ξ1, s, x) ∈ G2,

(ξ2, s, x) ∈ G2

}

, (19)

ω2(∆) = max
{

‖K2(ξ2, s, x)−K2(ξ1, s, x)‖ :

‖ξ2 − ξ1‖ ≤ ∆, (ξ1, s, x) ∈ G2,

(ξ2, s, x) ∈ G2

}

, (20)

ϕ(∆) =
1

1− l0

{

ω0 (∆) + λµ(E)ω1(∆)

+ λω2(∆) [µ(E)]
p−1

p r
}

. (21)

The function ϕ(·) : (0,+∞) → [0,+∞) is not de-
creasing and ϕ(∆) → 0+ as ∆ → 0+.

Proposition 3. Let the conditions A - C be sat-
isfied. Then for every x(·) ∈ Xp,r, ξ1 ∈ E, ξ2 ∈ E

the inequality

‖x(ξ2)− x(ξ1)‖ ≤ ϕ (‖ξ2 − ξ1‖)

holds, where ϕ(·) is defined by (21).

Proof. Let us choose an arbitrary x(·) ∈ Xp,r

and ξ1 ∈ E, ξ2 ∈ E. Then there exists u(·) ∈ Up,r

such that

x(ξ) = f (ξ, x (ξ)) + λ

∫

E

[

K1 (ξ, s, x (s))

+ K2 (ξ, s, x (s))u (s)
]

ds

for every ξ ∈ E, and hence

‖x(ξ2)− x(ξ1)‖

≤ ‖f (ξ2, x (ξ2))− f (ξ1, x (ξ2))‖

+ ‖f (ξ1, x (ξ2))− f (ξ1, x (ξ1))‖

+λ

∫

E

∥

∥K1 (ξ2, s, x (s))

−K1 (ξ1, s, x (s))
∥

∥ds

+λ

∫

E

∥

∥K2 (ξ2, s, x (s))

−K2 (ξ1, s, x (s))
∥

∥ ‖u(s)‖ ds . (22)

By virtue of condition B we have

‖f (ξ1, x (ξ2))− f (ξ1, x (ξ1))‖

≤ l0 ‖x(ξ2)− x(ξ1)‖ , (23)

where l0 ∈ [0, 1). Since x(·) ∈ Xp,r , then it follows
from Theorem 2 that

x(s) ∈ Bn(γ∗) (24)

for every s ∈ E. (17), (18), (19), (20) and (24)
imply

‖f (ξ2, x (ξ2))− f (ξ1, x (ξ2))‖

≤ ω0 (‖ξ2 − ξ1‖) , (25)

‖K1 (ξ2, s, x (s))−K1 (ξ1, s, x (s))‖

≤ ω1 (‖ξ2 − ξ1‖) , (26)

‖K2 (ξ2, s, x (s))−K2 (ξ1, s, x (s))‖

≤ ω2 (‖ξ2 − ξ1‖) (27)

for every s ∈ E.
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From (2), (21), (22), (23), (25), (26) and (27) we
obtain that

∥

∥x(ξ2)− x(ξ1)
∥

∥ ≤
1

1− l0

{

ω0 (‖ξ2 − ξ1‖)

+λµ(E)ω1 (‖ξ2 − ξ1‖)

+λω2 (‖ξ2 − ξ1‖)

∫

E

‖u(s)‖ ds
}

≤
1

1− l0

{

ω0 (‖ξ2 − ξ1‖)

+λµ(E)ω1 (‖ξ2 − ξ1‖)

+λω2 (‖ξ2 − ξ1‖) [µ(E)]
p−1

p r
}

= ϕ (‖ξ2 − ξ1‖) .

�

Proposition 4. Let the conditions A - C be satis-
fied. Then the set of trajectories Xp,r ⊂ C (E;Rn)
is a set of equicontinuous functions.

Proof. Since ϕ(∆) → 0+ as ∆ → 0+, then for
given ε > 0 there exists ∆∗(ε) > 0 such that for
every ∆ ∈ (0,∆∗(ε)] the inequality

ϕ(∆) ≤ ε (28)

is satisfied, where ϕ(·) is defined by (21).

Now let x(·) ∈ Xp,r be an arbitrarily chosen tra-
jectory, ξ1 ∈ E, ξ2 ∈ E be such that ‖ξ2 − ξ1‖ ≤
∆∗(ε). Since the function ϕ(·) : (0,+∞) →
[0,+∞) is not decreasing, then from (28) and
Proposition 3 it follows

‖x(ξ2)− x(ξ1)‖ ≤ ϕ (‖ξ2 − ξ1‖) ≤ ϕ (∆∗(ε)) ≤ ε,

and hence the set of trajectories Xp,r ⊂ C (E;Rn)
is a set of equicontinuous functions. �

Theorem 2 and Proposition 4 yield the validity of
the following theorem.

Theorem 3. Let the conditions A - C be satisfied.
Then the set of trajectories Xp,r is a precompact
subset of the space C (E;Rn) .

The Hausdorff distance between the sets P ⊂ R
n

and S ⊂ R
n is denoted by H(P, S) and defined as

H(P, S) = max{sup
p∈P

d(p, S), sup
s∈S

d(s, P )},

where d(p, S) = inf {‖p− s‖ : s ∈ S} .

Proposition 3 implies the validity of the following
proposition.

Proposition 5. Let the conditions A - C be sat-
isfied. Then for every ξ1 ∈ E and ξ2 ∈ E the
inequality

H (Xp,r(ξ2),Xp,r(ξ1)) ≤ ϕ (‖ξ2 − ξ1‖)

is satisfied, where the function ϕ(·) : (0,∞) →
[0,∞) is defined by (21), the sets Xp,r(ξ1) and
Xp,r(ξ2) are defined by (5).

Since ϕ(∆) → 0+ as ∆ → 0+ then we conclude
the validity of the following corollary.

Corollary 1. Let the conditions A - C be satis-
fied. Then the set valued map ξ → Xp,r(ξ), ξ ∈ E,

is continuous.

6. Closedness

Theorem 4. Let the conditions A - C be satis-
fied. Then the set of trajectories Xp,r is a closed
subset of the space C (E;Rn) .

Proof. Let us choose a sequence of trajectories
{xi(·)}

∞

i=1 , where ‖xi(·)− x∗(·)‖C → 0 as i → ∞
and x∗(·) ∈ C (E;Rn) . We have to prove that
x∗(·) ∈ Xp,r .

Since xi(·) ∈ Xp,r , then there exists ui(·) ∈ Up,r

such that

xi(ξ) = f (ξ, xi (ξ)) + λ

∫

E

[

K1 (ξ, s, xi (s))

+ K2 (ξ, s, xi (s))ui (s)
]

ds (29)

for every ξ ∈ E. Since the set of admissible control
functions Up,r ⊂ Lp (E;Rn) is weakly compact,
then without loss of generality, one can assume
that the sequence {ui(·)}

∞

i=1 weakly converges to
a u∗(·) ∈ Up,r . Let y∗(·) : E → R

n be a trajec-
tory of the system (1) generated by the admissible
control function u∗(·) ∈ Up,r . Then

y∗(ξ) = f (ξ, y∗ (ξ)) + λ

∫

E

[

K1 (ξ, s, y∗ (s))

+ K2 (ξ, s, y∗ (s))u∗ (s)
]

ds (30)

for every ξ ∈ E. (29), (30) and condition B yield
that

‖xi (ξ)− y∗ (ξ) ‖

≤
λ

1− l0

∫

E

(l1 + l2 ‖ui(s)‖)

· ‖xi (s)− y∗ (s)‖ ds

+
λ

1− l0

∥

∥

∥

∥

∫

E

K2 (ξ, s, y∗ (s))

· (ui(s)− u∗(s)) ds

∥

∥

∥

∥

(31)

for every ξ ∈ E. Denote w(ξ, s) = K2 (ξ, s, y∗ (s)) .
Since the function w(·) : E × E → R

n×m is con-
tinuous and the sequence {ui(·)}

∞

i=1 weakly con-
verges to u∗(·) ∈ Up,r in the space Lp (E;Rn),
then we have that for each fixed ξ ∈ E

∥

∥

∥

∥

∫

E

w(ξ, s) [ui(s)− u∗(s)] ds

∥

∥

∥

∥

→ 0 (32)

as i→ ∞. From (32) we obtain that for ε > 0 and
fixed ξ ∈ E there exists N(ε, ξ) > 0 such that for
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every i > N(ε, ξ) the inequality
∥

∥

∥

∥

∫

E

w (ξ, s) [ui(s)− u∗(s)] ds

∥

∥

∥

∥

< ε (33)

is satisfied.

Now let us prove that for each ε > 0 there exists
N(ε) > 0 (which does not depend on ξ) such that
for every i > N(ε) and ξ ∈ E the inequality

∥

∥

∥

∥

∫

E

w (ξ, s) (ui(s)− u∗(s)) ds

∥

∥

∥

∥

< ε (34)

holds.

Let us assume the contrary, i.e. let there exist
ε∗ > 0, ij > 0 and ξj ∈ E (j = 1, 2, . . .) such that
ij → ∞ as j → ∞ and

∥

∥

∥

∥

∫

E

w (ξj , s)
[

uij (s)− u∗(s)
]

ds

∥

∥

∥

∥

≥ ε∗ . (35)

Since ξj ∈ E for every j = 1, 2, . . . and E ⊂ R
k is

a compact set, then without loss of generality one
can assume that ξj → ξ∗ as j → ∞ and ξ∗ ∈ E.

(33) implies that for ε∗ > 0 and ξ∗ ∈ E there
exists N1 > 0 such that for every j > N1 the
inequality

∥

∥

∥

∥

∫

E

w (ξ∗, s)
[

uij (s)− u∗(s)
]

ds

∥

∥

∥

∥

<
ε∗

4
(36)

is verified.

Continuity of the function w (·) : E ×E → R
n×m

and compactness of the set E yield that for given
ε∗

8 [µ(E)]
p−1

p r
there exists N2 > 0 such that for

every j > N2 and s ∈ E the inequality

‖w(ξj , s)− w(ξ∗, s)‖ <
ε∗

8 [µ(E)]
p−1

p r
(37)

holds. Since u∗(·) ∈ Up,r, uij (·) ∈ Up,r for every
j = 1, 2, . . . , then from (2) and (37) it follows

∥

∥

∥

∫

E

[w(ξj , s)− w(ξ∗, s)]
[

uij (s)− u∗(s)
]

ds
∥

∥

∥

≤
ε∗

8 [µ(E)]
p−1

p r

∫

E

[ ∥

∥uij (s)
∥

∥+ ‖u∗(s)‖
]

ds

≤ 2
ε∗

8 [µ(E)]
p−1

p r
[µ(E)]

p−1

p r =
ε∗

4
(38)

for every j > N2.

Denote N∗ = max {N1, N2} . Then (36) and (38)
imply that

∥

∥

∥

∥

∫

E

w(ξj , s)
[

uij (s)− u∗(s)
]

ds

∥

∥

∥

∥

≤

∥

∥

∥

∥

∫

E

[w (ξj , s)− w(ξ∗, s)]

·
[

uij (s)− u∗(s)
]

ds

∥

∥

∥

∥

+

∥

∥

∥

∥

∫

E

w (ξ∗, s)
[

uij (s)− u∗(s)
]

ds

∥

∥

∥

∥

<
ε∗

4
+
ε∗

4
=
ε∗

2
< ε∗ (39)

for every j > N∗. The inequalities (35) and (39)
contradict, and hence the inequality (34) is held.

Thus, from (31) and (34) we have that for every
ξ ∈ E and i > N(ε) the inequality

‖xi (ξ)− y∗ (ξ) ‖ ≤
λε

1− l0

+
λ

1− l0

∫

E

(l1 + l2 ‖ui(s)‖)

· ‖xi (s)− y∗ (s)‖ ds (40)

is satisfied.

Since ui(·) ∈ Up,r for every i = 1, 2, . . ., then from
(4), (40) and Proposition 1 we have that for every
i > N(ε) and ξ ∈ E the inequality

‖xi (ξ)− y∗ (ξ) ‖

≤
λε

1− l0
·

1

1−
λ

1− l0

∫

E

(l1 + l2 ‖ui(s)‖) ds

≤
λε

1− l0
·

1

1−
λ

1− l0

[

l1µ(E) + l2 [µ(E)]
p−1

p r
]

=
λ

1− l(λ)
· ε

holds, where l(λ) is defined by (3). This means
that xi(·) → y∗(·) as i → +∞. From unique-
ness of the limit we have x∗(·) = y∗(·) and hence
x∗(·) ∈ Xp,r . �

Theorem 3 and Theorem 4 imply compactness of
the set of trajectories.

Theorem 5. Let the conditions A - C be satis-
fied. Then the set of trajectories Xp,r is a compact
subset of the space C (E;Rn) .
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Yalçın Öztürka* and Mustafa Gülsub

aUla Ali Koçman Vocational School, Muğla Sıtkı Koçman University, Muğla, Turkey
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1. Introduction

Functional-differential equations with propor-
tional delays are usually referred to as pantograph
equations or generalized pantograph equations.
Pantograph equations have gained more interest
in many application fields such a biology, physics,
engineering, economy, electrodynamics [1–7]. In
recent years, there has been a growing interest in
the numerical treatment of pantograph equations
of the retarded and advanced type. A special fea-
ture of this type of equation is the existence of
compactly supported solutions [6]. Pantograph
equations are characterized by the presence of a
linear functional argument and play an important
role in explaining many different phenomena. In
particular they turn out to be fundamental when
ODEs-based model fail. In the literature, special
attention has been given to applications of Taylor
polynomials method, variation iteration method,
Adomian decomposition method etc. [8–21,25–28]

Consider the generalized linear pantograph equa-
tions of the form

m∑

k=0

Pk(x)y
(k)(x) +

J∑

j=0

n∑

s=0

Hjs(x)y
(s)(αjx− βj) = g(x) (1)

for x ∈ [−1, 1], under the mixed condition, for
1 ≤ cj ≤ 1, i = 0, 1, 2, ...,m− 1

m−1∑

k=0

r∑

j=0

ckijy
(k)(cj) = λi (2)

which is the y(x) an unknown function, the known
function Pk(x), Hjs(x), g(x) are defined on an in-

terval and also ckij are appropriate constant.

Our aim is to find an approximate solution ex-
pressed in terms of polynomial of degree N in the
form

yN (x) =

N∑

r=0

arUr(x) (3)
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where ar unknown coefficients and N is chosen
any positive integer such that N ≥ m.

2. Chebyshev polynomial

Orthogonal functions, often used to represent an
arbitrary time function, have received consider-
able attention in dealing with various problems
of dynamical system. The main characteristic of
this technique is that it reduces these problems to
those of solving a system of algebraic equations,
thus greatly simplifying the problem.

Definition 1. The Chebyshev polynomial of the
second kind Un(x) is a polynomial in x of degree
n, defined by the relation

Un(x) =
sin(n+ 1)θ

sinθ
, when x = cos(θ).

If the range of the variable x is the interval [−1, 1],
the range the corresponding variable θ can be
taken [0, π]. We suppose without lose of gener-
ality that the interval of Eq.(1) is [−1, 1] which
domain of the Chebyshev polynomial of the sec-
ond kind, since any finite [a, b] can be transformed
to interval [−1, 1] by linear maps [23, 24]. Using
Moivre’s Theorem we obtained the fundamental
recurrence relation [22, 23]

Un(x) = 2xUn−1(x)− Un−2(x), n = 2, 3, ...

which together with the initial conditions

U0(x) = 1, U2(x) = 2x

These polynomials have the following properties:

i) Un+1(x) has exactly n + 1 real zeroes on the
interval [−1, 1]. The m-th zero xn,m of Un(x) is
located at

xn,m = cos(
mπ

n+ 2
)

ii) These polynomials are orthogonal on [−1, 1]
with respect to the weight function ω(x) = (1 −

x2)1/2

∫ 1

−1
Ur(x)Us(x)ω(x)dx =







π, r=s=0;
π
2 , r = s 6= 0;
0, r 6= s.

iii) It is well known that [23] the relation between
the powers xn and the Chebyshev polynomials
Un(x) is

xn = 2−n

||n
2
||

∑

j=0

((n

j

)

−

(
n

j − 1

))

Un−2j(x) (4)

iv) Any function y(x) ∈ L2[−1, 1] can be approx-
imated as a sum of the second kind Chebyshev
polynomials as:

y(x) =
∞∑

n=0

cnUn(x) (5)

where, for n = 0, 1, ...

cn =
〈

y(x), Un(x)
〉

=

∫ 1

−1
y(x)Un(x)dx. (6)

3. Fundamental matrix relations

Let us write Eq. (1) in the form

D(x) +H(x) = g(x) (7)

where

D(x) =

m∑

k=0

Pk(x)y
(k)(x),

and

H(x) =

J∑

j=0

n∑

s=0

Hjs(x)y
(s)(αjx− βj).

We convert these parts and the mixed conditions
in to the matrix form. Let us consider the Eq.
(1) and find the matrix forms of each term of the
equation. We first consider the solution yN (x)

and its derivative y
(k)
N (x) defined by a truncated

Chebyshev series. Then we can put series in the
matrix form

yN (x) = U(x)A, y
(k)
N (x) = U (k)(x)A (8)

where

U(x) =
[
U0(x) U1(x) · · · UN (x)

]

U (k)(x) =
[

U
(k)
0 (x) U

(k)
1 (x) · · · U

(k)
N (x)

]

A =
[
a0 a1 · · · aN

]T

By using (4), we obtained the corresponding ma-
trix relation as follows:

XT (x) = DUT (x) and X(x) = U(x)DT

and so U(x) = X(x)(DT )−1 (9)

where
X(x) =

[
1 x ... xN

]
.

for odd N ,
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D =

















1

20

(

0

0

)

0 0 . . . 0
0 1

21

(

1

0

)

0 . . . 0
1

22
(
(

2

1

)

−

(

2

0

)

) 0 1

22

(

2

0

)

. . . 0
...

...
...

. . .
...

0 1

2N
(
(

N
N−1

2

)

−

(

N
N−3

2

)

) 0 . . . 1

2N

(

N

0

)

















for even N,

D =

















1

20

(

0

0

)

0 0 . . . 0
0 1

21

(

1

0

)

0 . . . 0
1

22
(
(

2

1

)

−

(

2

0

)

) 0 1

22

(

2

0

)

. . . 0
...

...
...

. . .
...

1

2N
(
(

N
N

2

)

−

(

N
N−2

2

)

) 0 1

2N
(
(

N
N−2

2

)

−

(

N
N−4

2

)

) . . . 1

2N

(

N

0

)

















Moreover it is clearly seen that the relation be-
tween the matrix X(x) and its derivative X(k)(x),

X(k)(x) = X(x)Bk (10)

where

B =








0 1 0 · · · 0
0 0 2 · · · 0
.
.
.

.

.

.
.
.
.

. . .
.
.
.

0 0 0 · · · N

0 0 0 · · · 0








and
Bk = BB...B

︸ ︷︷ ︸

k−times

.

The derivative of the matrix U(x) defined in (8),
by using the relation (9), can expressed as

U (k)(x) = X(k)(x)(DT )−1

= X(x)Bk(DT )−1. (11)

By substituting (10) into (8), we obtain, for
k = 0, 1, ..., N

y
(k)
N (x) = X(x)Bk(DT )−1A. (12)

Now, the matrix representation of differential part
can be given by

D(x) =
m∑

k=0

Pk(x)X(x)Bk(DT )−1A. (13)

We know that;

X(αjx− βj) = X(x)Bj (14)

where

Bj =

















(

0

0

)

α0

j (−βj)
0

(

1

1

)

α0

j (−βj)
1

(

2

2

)

α0

j (−βj)
2 . . .

(

N

N

)

α0

j (−βj)
N

0
(

1

0

)

α1

j (−β0

j )
(

2

1

)

α1

j (−βj)
1 . . .

(

N

N−1

)

α1

j (−βj)
N−1

0 0
(

2

0

)

α2

j (−βj)
0 . . .

(

N

N−2

)

α2

j (−βj)
N−2

...
...

...
. . .

...

0 0 0 . . .
(

N

0

)

αN
j (−βj)

0

















Using relation (10), we can write

X(s)(αjx− βj) = X(x)BsBj (15)

In a similarly way as (12) , we obtain

y(s)(αjx− βj) = U (s)(αjx− βj)A

= X(x)BsBj(D
T )−1A.(16)

So that, the matrix representation of H(x) part
can be given by

H(x) =
J∑

j=0

n∑

s=0

Hs(x)X(x)BsBj(D
T )−1A. (17)

4. Method of solution

In this section, we presents the method for solv-
ing Eq.(1) with conditions Eq.(2). Firstly, we can
write the Eq.(1) follow as:

(

m
∑

k=0

Pk(x)X(x)Bk(DT )−1 +

J
∑

j=0

n
∑

s=0

Hjs(x)X(x)Bs
Bj(D

T )−1

)

A = g(x). (18)

Then, residual RN (x) can be written as

RN (x) ≈
(

m
∑

k=0

Pk(x)X(x)Bk(DT )−1

+
J
∑

j=0

n
∑

s=0

Hjs(x)X(x)Bs
Bj(D

T )−1

)

A

−G
T
X(x)(DT )−1

. (19)
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Applying typical tau method [29–33], Eq.(19) can
be converted in (N −m) linear or nonlinear equa-
tions by applying

〈

RN (x), Un(x)
〉

=

∫ 1

−1
RN (x)Un(x)dx

= 0 (20)

for n = 0, 1, ..., N −m. The initial conditions are
given by

m−1∑

k=0

r∑

j=0

ckijX(cj)B
k(DT )−1A = λi (21)

where −1 ≤ cj ≤ 1, i = 0, 1, 2, ...,m− 1

X(cj) =
[
c0j c1j · · · cNj

]
.

Hence, we obtain the (N+1) sets of linear or non-
linear algebraic equation with (N + 1) unknowns
by Eq.(20) and Eq.(21). Using the Maple pro-
gram, we solve the (N + 1) sets of linear or non-
linear algebraic equations with (N +1) unknowns
and so approximate solution yN (x) can be calcu-
lated.

4.1. Checking of Solution

Likewise we can easily check the accuracy of the
obtained solutions as follows: Since the obtained
the Chebyshev polynomial of the second kind
expansion is an approximate solution of Eq.(1),
when the function yN (x) and its derivatives are
substituted in Eq.(1), the resulting equation must
be satisfied approximately; that is for [24]

EN (x) =
∣
∣
∣

m∑

k=0

Pk(x)y
(k)
N (x) +

J∑

j=0

n∑

s=0

Hjs(x)y
(s)
N (αjx− βj)− g(x)

∣
∣
∣ ∼= 0

5. Illustrative example

In this section, several numerical examples are
given to illustrate the accuracy and effectiveness
of the properties of the method and all of them
were performed on the computer using a program
written in Maple 13. The absolute errors in tables
are the values of Ne = |y(x) − yN (x)| at selected
points.

Example 1. Let us consider the first order pan-
tograph equation [11,20,21]

y′(x)−
1

2
y(x)−

1

2
e

x
2 y(

x

2
) = 0 (22)

with y(0) = 1 and the exact solution y = ex.

Then P0(x) = −1
2 , P1(x) = 1, H00(x) = −1

2e
x
2 ,

g(x) = 0, α0 = 1
2 , β0 = 0. We seek the approxi-

mate solution for N = 4. Then, we have residual

R4(x) ≈
(

P1(x)X(x)B(DT )−1

+P0(x)X(x)(DT )−1 +H00(x)X(x)B0(D
T )−1

)

A

where

B =








0 1 0 0 0
0 0 2 0 0
0 0 0 3 0
0 0 0 0 4
0 0 0 0 0







B0 =








1 0 0 0 0
0 1

2
0 0 0

0 0 1

4
0 0

0 0 0 1

8
0

0 0 0 0 1

16








If the residual R4(x) are substituted (19) for n =
0, 1, 2, 3 and with initial condition, we obtain a
linear algebraic equations system. Solving this lin-
ear equations system, we obtain the Chebyshev co-
efficients follows as:

a0 = 1.130077, a1 = 0.542776

a2 = 0.132856, a3 = 0.223357E − 1

a4 = 0.277975E − 2

then so, we get the approximate solution for N =
4

y4(x) = 0.999999 + 0.996210x+ 0.498070x2

+0.178686x3 + 0.044476x4

Table 1 shows approximate solutions of the
Eq.(22) for N = 4, 6, 8 by the above mentioned
method. Figure 1 display the exact solution and
numerical solutions for N = 6, 8. Figure 2 dis-
plays error function N = 6 and Figure 3 displays
error function N = 8 Figure 3 compare the error
functions and EN (x) for N = 6, 8.

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

Exact solution
N=6
N=8

Figure 1. Comparison of exact solu-
tion and approximate solutions of Ex-
ample 1 for various N .
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−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0

1

2

3

4

5

6

7
x 10

−6

N
e
=6

Figure 2. Error functions of Exam-
ple 1 for various N .

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
x 10

−7

N
e
=8

Figure 3. Error functions of Exam-
ple 1 for various N .

Example 2. Let us consider the following panto-
graph equation of first-order [21]

y′(x) + 2y2(
x

2
) = 1 (23)

with y(0) = 0 and exact solution is y(x) = sin(x).
Table 2 shows numerical solutions Eq.(23) with
N = 5, 7 and 9 by present method. We see that
the approximation solutions obtained by present
method has good agreement with exact solution.
In Table 2 compare the absolute errors and EN (x)
some selected points. Figure 4 display values of
the absolute error and EN (x).

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
x 10

−4

E
C

(5)

N
e
=5

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
x 10

−7

E
C

(7)

N
e
=7

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5
x 10

−9

E
C

(9)

N
e
=9

Figure 4. Comparison of error func-
tions and EN (x)of Example 2 for var-
ious N.

Example 3. Let us consider the linear delay dif-
ferential equation with constant coefficients and
proportional delay qx

y′(x) = ay(x) + by(qx), 0 < q < 1 (24)

with initial condition

y(0) = γ

arose in the mathematical modeling of the wave
motion in the supply line to an overhead current
collector (pantograph) of an electric locomotive [1-
2]. For values of a = −1,b = −1, q = 0.8 and
γ = 1 [8], Table 3 shows solutions of Eq.(24) with
N = 8 by present method. Moreover, the previous
results of Walsh series approach (WSA) [34], de-
layed unit step function series approach (DUSFA)
[35], Laguerre series approach (LSA) [36], Tay-
lor series method (TSM) [8] and present method
(PM) are also given in Table 3 for comparison.
The present method seems more rapidly conver-
gent than Laguerre series and Taylor series and
with errors more under control than Walsh or
DUSFA series. The truncated errors for Eq.(24)
are O(9) and O(15) for N = 8 and N = 15 re-
spectively are also indicated.

Example 4. Consider the nonlinear pantograph
equation of third order [11,20],
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y′′′(x) = −1 + 2y2(
x

2
),

y(0) = 0, y′(0) = 1,′′ (0) = 0 (25)

which has the exact solution y(x) = sin(x). If
we take N = 9, we get the difference between
the exact and numerical solutions given in Table
4. Table 4 shows previous results of HPM [20],
Adomian decomposition method (ADM) [11] and
Present method (PM) for comparison. This shows
that the errors are very small. Then, Figure 5 dis-
plays the comparison of error function and EN (x)
for N = 15.

−0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8
0

0.2

0.4

0.6

0.8

1

1.2

1.4
x 10

−15

E
C

(9)

N
e
=9

Figure 5. Comparison of error func-
tion and E15(x)of Example 4.

Example 5. We consider the equation with
y(0) = 1

y′(x) = −y(x) + µ1(x)y(0.5x)

+µ2(x)y(0.25x) (26)

Here µ1(x) = −exp−0.5xsin(0.5x), µ2(x) =
−2exp−0.75xcos(0.5x)sin(0.25x). It can be seen
that the exact solution of Eq.(26) is y(x) =
e−xcos(x). Using present method, we obtain the
numerical solution for N = 10. In Figure 6 we
give the exact solution and numerical solutions
corresponding.

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3
x 10

−6

E
C

(10)

N
e
=10

Figure 6. Comparison of error func-
tion and E10(x)of Example 5.

6. Conclusion

A new method based on the truncated Cheby-
shev series of the second kind is developed to
numerical solve generalized pantograph equations
with mixed conditions. Pantograph equations are
usually difficult to solve analytically. In many
cases, it is required to obtain the approximate
solution. For this propose, the present method
can be proposed. In this paper, the second kind
Chebyshev polynomial approach has been used
for the approximate solution of generalized pan-
tograph equations. Thus the proposed method is
suggested as an efficient method for generalized
pantograph equations. Examples with the satis-
factory results are used to demonstrate the ap-
plication of this method. Suggested approxima-
tions make this method rather attractive and con-
tributed to the good agreement between approxi-
mate and exact values in the numerical examples
for only a few terms. Then examples shows trun-
cated errors, absolute errors and EN (x) are coher-
ent, and performed on the computer using a pro-
gram written in Maple 13. Moreover, suggested
method is applicable for the approximate solution
of the pantograph-type integro-differential equa-
tions with variable delays.
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Table 1. Numerical results of Example 1 for different N.

Present Method
x Exact Solution N = 4 Ne = 4 N = 6 Ne = 6 N = 8 Ne = 8

-1.0 0.367879 0.367649 0.229E-3 0.367878 0.592E-6 0.367879 0.129E-7
-0.8 0.449328 0.448526 0.802E-3 0.449331 0.245E-5 0.449328 0.253E-9
-0.6 0.548811 0.548746 0.646E-4 0.548816 0.481E-5 0.548811 0.119E-7
-0.4 0.670320 0.670909 0.589E-3 0.670318 0.113E-5 0.670320 0.753E-7
-0.2 0.818730 0.818730 0.591E-3 0.818726 0.405E-5 0.818730 0.553E-7
0.0 0.999999 1.000000 0.000E-0 1.000000 0.221E-6 0.999999 0.700E-14
0.2 1.221402 1.221402 0.737E-3 1.221408 0.525E-5 1.221402 0.314E-7
0.4 1.491824 1.491824 0.107E-2 1.491824 0.373E-5 1.491824 0.109E-6
0.6 1.822118 1.822118 0.726E-3 1.822117 0.125E-5 1.822118 0.818E-7
0.8 2.225540 2.225540 0.102E-3 2.228543 0.211E-6 2.225540 0.506E-7
1.0 2.718281 2.718281 0.838E-3 2.718284 0.244E-5 2.718281 0.123E-6

Table 2. Numerical results of Example 2 for different N.

Present Method
x Exact Solution E5 Ne = 5 E7 Ne = 7 E9 Ne = 9

-1.0 -0.841470 0.913568E-4 0.200902E-5 0.477454E-6 0.224832E-9 0.149014E-8 0.115905E-10
-0.8 -0.717356 0.359449E-4 0.319621E-5 0.840162E-8 0.773644E-8 0.448240E-9 0.833401E-11
-0.6 -0.564642 0.157055E-4 0.469280E-5 0.102028E-6 0.147040E-7 0.363683E-9 0.626964E-11
-0.4 -0.389418 0.269612E-4 0.149996E-5 0.127995E-6 0.697329E-8 0.144294E-9 0.357318E-10
-0.2 -0.198669 0.737766E-5 0.418202E-5 0.191299E-7 0.149003E-7 0.193295E-9 0.290406E-10
0.0 0.000000 0.287867E-4 0.000000E-0 0.131290E-6 0.000000E-0 0.368155E-9 0.000000E-0
0.2 0.198669 0.737766E-5 0.418202E-5 0.191299E-7 0.149003E-7 0.193295E-9 0.290406E-10
0.4 0.389418 0.269612E-4 0.149996E-5 0.127995E-6 0.697329E-8 0.144294E-9 0.357318E-10
0.6 0.564642 0.157055E-4 0.469280E-5 0.102028E-6 0.147040E-7 0.363683E-9 0.626964E-11
0.8 0.717356 0.359449E-4 0.319621E-5 0.840162E-8 0.773644E-8 0.448240E-9 0.833401E-11
1.0 0.814470 0.913568E-4 0.200902E-5 0.477454E-6 0.224832E-9 0.149014E-8 0.115905E-10

Table 3. Comparison of the solution of Eq.(24)

x WSA DUSFA LSA TSM TSM PM PM PM
m = 100 n = 20 N = 8 E19 N = 8 N = 15 E15

0.0 1.000000 1.000000 0.999971 1.000000 0.844E-14 1.000000 1.00000000000 0.200E-18
0.2 0.665621 0.664677 0.664703 0.664691 0.138E-13 0.664691 0.66469100082 0.318E-16
0.4 0.432426 0.433540 0.433555 0.433561 0.322E-3 0.433560 0.43356077877 0.170E-15
0.6 0.275140 0.276460 0.276471 0.276483 0.125E-13 0.276481 0.27648233022 0.972E-15
0.8 0.170320 0.171464 0.171482 0.171494 0.738E-14 0.171484 0.17148411197 0.206E-14
1.0 0.100856 0.102652 0.102679 0.102744 0.155E-13 0.102670 0.10267012657 0.814E-14
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Table 4. Comparison of the solution of Eq.(25)

x Exact solution ADM HPM PM
0.0 0.0 0.0 0.0 0.0
0.2 0.19866933079506122 0.19866933079506122 0.19866933079506122 0.19866933079506121
0.4 0.38941834230865050 0.38941834230865050 0.38941834230865050 0.38941834230865049
0.6 0.56464224733950355 0.56464224733950355 0.56464224733950355 0.56464247339503535
0.8 0.71735609089952280 0.71735609089952270 0.71735609089952280 0.71735609089952276
1.0 0.84147109848078965 0.84147109848078966 0.84147109848078965 0.84141098480789650
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1. Introduction

This study deals with the optimal control prob-
lem of the stationary Stokes equation. Numerical
solution of the Stokes equation needs some extra
caution due to the coupling of velocity and pres-
sure. Finite element methods are mostly used
for the solution of Stokes equation but inaccu-
rate pressure singularities are encountered unless
some stable finite element pairs are used for the
standard Galerkin finite element approach. Sta-
ble finite element pairs are chosen as they satisfy
the so called inf-sup condition to overcome such
problems. This condition, in particular, does not
allow the use of simple interpolations like equal
order ones, which are desirable from a computa-
tional view point [6]. Thus, if one uses such sim-
ple finite element pairs, a pressure stabilization
mechanism must be cast to the system in order
to avoid pressure singularities.

In most of these stabilized methods, one adds
some extra terms to the discrete variational form
of the problems to ensure stability. The first

and most well-known stabilization technique ap-
plied on a Stokes system is the Brezzi-Pitkaranta
method [8], which is considered in this study
to stabilize the optimal control problem. This
method adds a weighted Laplace operator on the
pressure space, which results in an optimally con-
vergent scheme for equal order finite element ap-
proximations [5]. Some other popular methods
are GLS method [13], SUPG method along with
PSPG method [9], the Douglas-Wang method
[12], bubble function method [4], Pressure Gra-
dient Projection methods [11] and VMS meth-
ods [20]. Some of these stabilization methods are
transferred to the Navier-Stokes systems as tested
in Stokes flows and demonstrate a good success.
Thus, Stokes flow problems bears a great impor-
tance as it plays a role as a test bed for more com-
plicated and convective problems such as uncou-
pled and coupled Navier-Stokes systems. Mak-
ing use of the Brezzi-Pitkaranta stabilization for
the control of the Stokes equation is advantageous
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since it doesn’t require numerical residual explic-
itly as in GLS methods and thus, strong differen-
tial formulation of the problem is not needed. The
Brezzi-Pitkaranta stabilization technique also will
not require extra regularity conditions as in some
well-known stabilization procedures [19].

There are various studies in the literature con-
cerning the optimal control of flow problems.
In [25], a discontinuous galerkin finite element
method (DG) with interior penalties for the op-
timal control problem of the convection-diffusion
equation was studied and in [18], an edge stabi-
lized galerkin finite element method for the same
optimal control system was considered. More-
over, local error estimates for SUPG solutions of
advection-dominated elliptic linear-quadratic op-
timal control problems was studied in [17]. Simi-
larly, the local (DG) for optimal control problem
governed by convection-diffusion equations was
analyzed in [27]. In [14], authors presented an
analysis concerning the optimal control of fully
discretized Stokes equations and a priori error
analysis of the same optimal control system are
presented in [23]. In most similar studies, re-
searchers choose inf-sup stable finite element pairs
for velocity and presuure approximations. The
originality of this study comes from the idea
of combining the pressure stabilization technique
and optimal control problem of Stokes problem
with unstable and lower order finite element pairs.
To the best of the authors knowledge, this is the
first study on optimal control problem of Stokes
equations including the Brezzi-Pitkaranta stabi-
lization applied on an equal order finite element
interpolations.

In this work, we use Lagrange approach to get
the first order optimality conditions. Then, we
formulate the discrete optimal control problem.
Stabilization terms are added to both weak for-
mulations of the discrete state and adjoint vari-
ables. In order to solve the optimal control prob-
lem, we use a gradient descent type algorithm. In
the numerical example, one can easily see the ef-
ficiency of the stabilization for both the state and
the adjoint variables.

The organization of the paper is as follows: We
first give some notational notes and mathematical
preliminaries in order to define the problem and
its variational form. Then, we give the finite el-
ement discretization of the optimal control prob-
lem and prove the stability properties. A priori
error analysis of the control problem is proceeded
in the following section. We conclude our study
with a numerical example.

2. Problem Formulation and Optimal

Control Problem

In this work, we consider the optimal control
problems governed by the Stokes equations. Let
Ω be a bounded polygonal domain in R

d, with
d = 2 or 3, and its Lipschitz boundary be Σ =
∂Ω. Then, we state the distributed control prob-
lem as:

min J(y, u) =
1

2
‖y − yd‖

2
Ω +

β

2
‖u‖2Ω (1)

subject to − ν∆y +∇p = u in Ω,

∇.y = 0 in Ω, (2)

y = 0 on Σ,

where y : Ω 7→ R
d is the fluid velocity, p : Ω 7→ R

denotes the pressure and u is the control variable.
The kinematic viscosity is denoted by ν > 0.
Here, β > 0 stands for the regularization param-
eter and yd is the desired state.

We follow the well-known Lagrange approach [21]
to get the first order optimality conditions. We
let λ denote the adjoint variable that satisfies

subject to − ν∆λ+∇ξ = y − yd in Ω,

∇.λ = 0 in Ω, (3)

λ = 0 on Σ,

and
βu+ λ = 0 in Ω, (4)

where ξ : Ω 7→ R.

We use the standard notations for Sobolev and
Lebesgue spaces as in Adams [3] throughout the
paper. We denote the velocity space by Y =
H1

0 (Ω), the pressure space by Q = L2
0(Ω) and the

control space U = L2(Ω). The usual norm in
L2(Ω) is denoted with ‖.‖ and the norm of H1(Ω)
space is shown with ‖.‖1. We would like to recall
here the dual space of Y = H1

0 (Ω), namely the
space H−1(Ω) equipped with the −1-norm

‖z‖−1 = sup
y∈Y

| < z, y > |

‖y‖1
. (5)

Here, < ., . > denotes the duality pairing. We in-
troduce the following bilinear forms in order to
define the variational form of the problem, for
y, v ∈ Y and q ∈ Q:
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a(y, v) = ν

∫

Ω
∇y : ∇vdx,

d(v, q) =

∫

Ω
q∇ · vdx.

Now, the weak forms of the equations (2) and (3)
read as: Find y ∈ Y , u ∈ U and q ∈ Q satisfying

a(y, v)− d(v, p) + d(y, q) (6)

= (u, v), ∀(v, q) ∈ Y ×Q,

for the state part. For the adjoint equation, the
problem is: Find λ ∈ Y and ϕ ∈ Q satisfying

a(λ,w)− d(w, ξ) + d(λ, ϕ) (7)

= (y − yd, w) ∀(w,ϕ) ∈ Y ×Q.

Assuming the solution operator S : U 7→ H1
0 (Ω)∩

H2(Ω), we define the reduced cost function:

J(y, u) = J(S(u), u) := j(u),

where S(u) solves the auxiliary problem

a(y(u), v)− d(v, p) + d(y(u), q) (8)

= (u, v) ∀(v, q) ∈ Y ×Q.

Optimality conditions give the gradient equation
as

j′(u)(ũ− u) = (λ(u) + βu, ũ− u), ∀ũ ∈ U, (9)

with λ(u) solves the following system:

a(λ(u), w)− d(w, ξ) + d(λ(u), ϕ) (10)

= (y(u)− yd, w) ∀(w,ϕ) ∈ Y ×Q.

We can use the second order sufficient optimality
condition to get the positive definiteness of the
reduced hessian [21, 26]:

j′′(u)(δu, δu) ≥ α ‖δu‖2L2(Ω) ∀δu ∈ U. (11)

We would like to note here that, unless stated oth-
erwise, the letter C will stand for a generic con-
stant, which is independent from the mesh size h
throughout the entire paper.

3. Discretization

In this section, we will discretize our continuous
problems using a finite element approach and the
Brezzi-Pitkaranta stabilization term will appear
in discrete variational problem. We let Y h ⊂
Y ,Qh ⊂ Q and Uh ⊂ U be the finite element
spaces with a quasiuniform triangulation τh of Ω.
The corresponding triangles of the domain are de-
noted by K1,K2, ...,Kn. We let hi = diam(Ki)
and h = max{h1, h2, ..., hn}. We consider Y h and
Qh to be the spaces of continuous piecewise linears

(P1-P1 pair), which is an unstable pair known not
to satisfy discrete inf-sup condition. We also make
the standard assumptions that the finite element
spaces satisfy the following approximation prop-
erties:

inf
yh∈Y h,qh∈Qh

{

‖(y − yh)‖+ h‖∇(y − yh)‖

+h‖p− qh‖
}

≤ Ch2(‖y‖2 + ‖p‖1), (12)

for (y, p ∈ (Y ∩H2(Ω), Q ∩H1(Ω)). We also as-
sume that the control variable u satisfies

‖u− ũ‖ ≤ Ch2‖u‖2 for u ∈ U ∩H2(Ω), (13)

where ũ is the L2 projection from U to Uh. Now,
the finite element scheme considered for the opti-
mal control problem here reads as follows: Find
yh, λh ∈ Y h, uh ∈ Uh and qh, ξh ∈ Qh such that

min J(yh, uh) =
1

2

∥

∥

∥
yh − yd

∥

∥

∥

2
+
α

2

∥

∥

∥
uh

∥

∥

∥

2
(14)

subject to

a(yh, vh)− d(vh, ph) + d(yh, qh) + c(ph, qh)

= (uh, vh), ∀(vh, qh) ∈ Y h ×Qh, (15)

a(λh, wh)− d(wh, ξh) + d(λh, ϕh) + c(ξh, ϕh)

= (yh − yd, w
h) ∀(wh, ϕh) ∈ Y h ×Qh.

(16)

Here, the terms c(ph, qh) and c(ξh, ϕh) stand for
the Brezzi-Pitkaranta stabilization. α is a positive
parameter and c(., .) is a mesh dependent bilinear
form, which is defined by

c(ph, qh) = α

n
∑

i=1

h2i

∫

Ki

∇ph.∇qhdx ∀ph, qh ∈ Qh,

and assumed to satisfy following properties [19]:

i. c(ph, qh) is defined for all ph, qh ∈ Qh.
ii. c(qh, qh) = α[qh]2, ∀qh ∈ Qh is a mesh

dependent norm.
iii. c(ph, qh) is continuous in the sense that,

c(ph, qh) ≤ [ph][qh].
iv. For ∀yh ∈ Y h, qh ∈ Qh; ∃ a positive con-

stant γ, which is independent from h and
satisfies

d(yh, qh) ≤ γ
1

hk

∥

∥

∥
yh

∥

∥

∥
[qh], k = 1, 1/2.

v. ∃c0, a positive constant independent from
h, such that

∀qh ∈ Qh [qh] ≤ c0h
k
∥

∥

∥
qh
∥

∥

∥

1
, k = 1, 1/2.

Similar to continuous case, we can define the dis-
crete solution operator Sh such that Sh(u) =
yh(u). Then, there hold

j′h(u)(ũ−u) = (λh(u)+αu, ũ−u), ∀ũ ∈ U, (17)
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and

j′′h(u)(δu, δu) ≥ α ‖δu‖2L2(Ω) , ∀δu ∈ U. (18)

The discrete auxiliary problem in variational for-
mulation follows as:

a(yh(u), vh)− d(vh, ph) + d(yh(u), qh) (19)

+c(ph, qh) = (u, vh) ∀(vh, qh) ∈ Y h ×Qh,

a(λh(u), wh)− d(wh, ξh) + d(λh(u), ψh)

+c(ξh, ψh) = (yh(u)− yd, w
h)

∀(wh, ψh) ∈ Y h ×Qh. (20)

Now, we will obtain the stability results for both
state and adjoint state variables in the following
lemma.

Lemma 1. The discrete state and adjoint state
variables (15)-(16) are stable and there hold

ν
∥

∥

∥
∇yh

∥

∥

∥

2
≤ Cν−1

∥

∥

∥
uh

∥

∥

∥

2
, (21)

and

ν
∥

∥

∥
∇λh

∥

∥

∥

2
≤ Cν−1

∥

∥

∥
yh − yd

∥

∥

∥

2
. (22)

Proof. We let vh = yh in (15) to get

a(yh, yh)− d(yh, p) + d(yh, q) = (uh, yh).

We choose q = p and applying the Cauchy-
Schwartz and Young’s inequalities we get the de-
sired result for the state part. We proceed the
similar argument for the stability of the adjoint
state variable.

�

4. Finite element error analysis

In this section, we derive the error estimates for
the control, state and adjoint state variables.

Lemma 2. Let (y(u), p) and (yh(u), ph) be solu-
tions of (6) and (19), respectively. Then, we have

ν‖∇(y(u)− yh(u))‖2 + [p− ph]2

≤ inf
ỹ∈Y h,p̃∈Qh

C

{

ν−1 ‖∇(y(u)− ỹ)‖2 + ν−1 ‖(p− p̃)‖2

+ h−1 ‖∇(y(u)− ỹ)‖2 + [p− p̃]2 + [p]2
}

.

Proof. We subtract (19) from (6) via the same
test functions vh, qh. Thus, we get the error equa-
tion

a(y(u)− yh(u), vh)− d(vh, p− ph) +

d(y(u)− yh(u), qh)− c(ph, qh)

= 0, ∀(vh, qh) ∈ Y h ×Qh.

Now we split the error term y − yh(u) as y −
yh(u) = y − ỹ − (yh(u) − ỹ) = η − φh, where
ỹ is the best approximation of y in Y h. So the
error equation becomes:

a(η − φh, vh)− d(vh, p− ph)

+d(η − φh, qh)− c(ph, qh) = 0.

Rearranging the new error equation and adding
and subtracting c(p, qh) with the test function
choice vh = φh yield:

a(φh, φh) = a(η, φh)− d(φh, p− ph)− d(φh, qh)

+d(η, qh) + c(p− ph, qh)− c(p, qh).

Splitting the error in the pressure in a similar
manner gives p− ph = p− p̃− (ph − p̃) = ζ − ψh,
where p̃ is the best approximation of p in Qh.
Then, we have

a(φh, φh) = a(η, φh)− d(φh, ζ − ψh)− d(φh, qh)

+d(η, qh) + c(ζ − ψh, qh)− c(p, qh).

Picking qh = ψh gives:

a(φh, φh) + c(ψh, ψh) = a(η, φh)− d(φh, ζ)

+d(φh, ψh)− d(φh, ψh) + d(η, ψh)

+c(ζ, ψh)− c(p, ψh) = a(η, φh)− d(φh, ζ)

+d(η, ψh) + c(ζ, ψh)− c(p, ψh). (23)

We now estimate absolute value of each term
at right-hand side of (23) separately. By us-
ing Cauchy-Schwartz and Young’s inequalities we
have:

∣

∣

∣
a(η, φh)

∣

∣

∣
≤ ν ‖∇η‖

∥

∥

∥
∇φh

∥

∥

∥

≤
ν

4

∥

∥

∥
∇φh

∥

∥

∥

2
+ Cν−1 ‖∇η‖2 ,

∣

∣

∣
−d(φh, ζ)

∣

∣

∣
≤ C ‖ζ‖

∥

∥

∥
∇φh

∥

∥

∥

≤
ν

4

∥

∥

∥
∇φh

∥

∥

∥

2
+ Cν−1 ‖ζ‖2 .

Making use of Poincare-Friedrich’s inequality and
property (iv) of the bilinear form c(., .), we have

∣

∣

∣
−d(η, ψh)

∣

∣

∣
≤ Ch−1/2 ‖∇η‖ [ψh]

≤
1

6
[ψh]2 + Ch−1 ‖∇η‖2 .



Brezzi-Pitkaranta stabilization and a priori error analysis for the Stokes control 79

For stabilization terms, we use the properties
along with the usual inequalities to get:

∣

∣

∣
c(ζ, ψh)

∣

∣

∣
≤ [ζ][ψh] ≤

1

6
[ψh]2 + C[ζ]2,

and
∣

∣

∣
c(p, ψh)

∣

∣

∣
≤ [p][ψh] ≤

1

6
[ψh]2 + C[p]2.

Rearranging the error equation with obtained
bounds will result:

ν

2

∥

∥

∥
∇φh

∥

∥

∥

2

+
1

2
[ψh]2 ≤

C
{

ν
−1 ‖∇η‖2 + ν

−1 ‖ζ‖2 + h
−1 ‖∇η‖2 + [ζ]2 + [p]2

}

.

Making a final use of triangle inequality gives the
desired result now.

�

Lemma 3. Let (λ, ξ) and (λh(u), ξh) be solutions
of (10) and (20), respectively. Then, we have

ν‖∇(λ(u)− λh(u))‖2 + [ξ − ξh]2 ≤ inf
λ̃∈Y h,ξ̃∈Qh

C

{

ν−1
∥

∥

∥
∇(λ(u)− λ̃)

∥

∥

∥

2
+ ν−1

∥

∥

∥
(ξ − ξ̃)

∥

∥

∥

2

+ h−1
∥

∥

∥
∇(λ(u)− λ̃)

∥

∥

∥

2
+ [ξ − ξ̃]2

+[ξ]2 + ν−1
∥

∥

∥
∇(y(u)− yh(u))

∥

∥

∥

2
}

.

Proof. We omit the proof since it is very similar
to the previous case. �

In order to get an estimate for the control vari-
able, we need a relation between the discrete con-
tinuous and auxiliary solutions for both state and
adjoint state equations.

Lemma 4. If (yh, ph) and (yh(u), ph) be solutions
of (15) and (19), respectively. Then, there holds

ν
∥

∥

∥
∇(yh − yh(u))

∥

∥

∥

2
≤
C

ν

∥

∥

∥
u− uh

∥

∥

∥

2
. (24)

Similarly, if (λh, ξh) and (λh(u), ξh) be solutions
of (16) and (20), respectively. Then, there holds

ν
∥

∥

∥
∇(λh − λh(u))

∥

∥

∥

2
≤
C

ν

∥

∥

∥
yh − yh(u)

∥

∥

∥

2
. (25)

Proof. For the state part, we subtract (19) from
(15). Since the pressure terms are independent of
the control, the proof is trivial. �

Lemma 5. The first derivative of the reduced cost
function for the continuous and the discrete cases
satisfy

‖j′(u)(δ)− j′h(u)(δ)‖ ≤
∥

∥λ(u)− λh(u)
∥

∥ ‖δ‖

∀u, δ ∈ U. (26)

Proof. The result is obtained by using Eqns. (9)
and (17) directly. �

The following lemma gives the error estimate for
the control variable u [5].

Lemma 6. Let (u, y) and (uh, yh) be solutions to
(6) and (15), respectively. Then, we have
∥

∥

∥
u− uh

∥

∥

∥
≤ ‖u− ũ‖+

1

α

∥

∥

∥
λ(u)− λh(u)

∥

∥

∥
,

ũ ∈ U, (27)

where λ(u) and λh(u) are solutions to (7) and
(20), respectively.

Corollary 1. The error in state variable y satis-
fies:

ν‖∇(y − yh)‖2 + [p− ph]2 ≤ inf
ỹ∈Y h,p̃∈Qh

C
{

ν−1 ‖∇(y(u)− ỹ)‖2 + ν−1 ‖(p− p̃)‖2

+h−1 ‖∇(y(u)− ỹ)‖2 + [p− p̃]2 + [p]2 (28)

+ν−1
∥

∥

∥
u− uh

∥

∥

∥

2
}

.

Proof. The corollary is the combination of
Lemma (2) and Lemma (4). �

Corollary 2. The error in adjoint state variable
λ satisfies:

ν‖∇(λ− λh)‖2 + [ξ − ξh]2 ≤ inf
λ̃,ỹ∈Y h,ξ̃,p̃∈Qh

C
{

ν−1 ‖∇(y(u)− ỹ)‖2 + ν−1 ‖(p− p̃)‖2 + [p]2

+[p− p̃]2 + h−1 ‖∇(y(u)− ỹ)‖2 + ν−1
∥

∥

∥
u− uh

∥

∥

∥

2

+ν−1
∥

∥

∥
∇(λ(u)− λ̃)

∥

∥

∥

2
+ ν−1

∥

∥

∥
(ξ − ξ̃)

∥

∥

∥

2
+ (29)

h−1
∥

∥

∥
∇(λ(u)− λ̃)

∥

∥

∥

2
+ [ξ − ξ̃]2 + [ξ]2

}

.

Proof. The proof is just a combination of the re-
sults of Lemma (3) and Lemma(4). �

We are now in a position to state approxima-
tion results. We give corollaries for each variable.
We first assume that y, u, p, λ, ξ are sufficiently
smooth, before stating the approximation results.

Corollary 3. The control variable u satisfies

‖u− uh‖ ∼= O(h1/2).

Proof. Making use of approximation assump-
tions (12), (13) and property (v.) of the bilinear
form c(., .) in Lemma 6, we get

‖u− uh‖ ≤ C(u)h2 + C(ν−1, α−1, y, λ, p, ξ)h1/2,

which completes the proof. �
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Corollary 4. The adjoint state variable λ satis-
fies

ν‖∇(λ− λh)‖2 + [ξ − ξh]2 ∼= O(h).

Proof. The proof is similar to the previous case,
which is stated for u. �

Corollary 5. The state variable y satisfies

ν‖∇(y − yh)‖2 + [p− ph]2 ∼= O(h).

Proof. The proof is similar to the previous cases,
which are stated for u and λ. �

Remark 1. By the property (v.) of the bilin-
ear form c(., .), the norm [ . ] is approximated as

h1/2 ‖.‖1. Thus, the pressure error terms at left-
hand side of all error relations does not give any
convergence for pressure. Since pressure is not
guaranteed to be unique, this situation is expected.
However, the discrete pressure remains bounded
in any case [19].

5. Numerical Application

In this section, we perform a numerical experi-
ment to verify the effectiveness of the proposed
method. We use the finite element software pack-
age Freefem++ [16] to carry out all computations.
In considered test case, we study in the domain
(0, 1)2 with a mesh resolution of 32 × 32. We
choose the parameters as ν = 1 and β = 0.1. The
stabilization parameter α is calculated as:

α =
|K|2

5(c21 + c22 + c23)
.

Here K denotes any triangle in τh and |K|2 is its
area. c1, c2, c3 stands for the lengths of sides of
the triangle K.

Example As a numerical test, we consider the
driven cavity problem. In this problem, the hor-
izontal velocity on the upper boundary is 1 and
the vertical component is 0. We consider a nu-
merical experiment from [14]. We do not have
any constraint on the control or the state vari-
able. Let the desired state be

yd =

(

sin(πx)2 sin(πy) cos(πy)
− sin(πy)2 sin(πx) cos(πx)

)

.

In Figure 1, we compare the pressure terms of the
state equation for both stabilized and unstabilized
solutions. We observe that unstabilized pressure
diverges. Similarly, for the adjoint state, unstabi-
lized pressure blows up in Figure 2. Finally, we
compare the first component of the stabilized and
unstabilized solutions. One can easily see the effi-
ciency of the stabilization through comparison of
these figures.

6. Conclusion and Outlook

In this work, we have studied Brezzi-Pitkaranta
stabilization scheme for the optimal control prob-
lems governed by Stokes equations. We have ob-
tained the stability results for both the state and
adjoint state variables. We derived a priori error
bounds for each variable and proved that the er-
ror is of order 1/2. In the numerical example, we
have shown the efficiency of the stabilization in
both solutions of the state and adjoint state. As
future works, we will consider the optimal control
of time dependent and nonlinear flow problems.
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Figure 1. Comparison of pressure solution of the state equation: stabilized(left) and unstabi-
lized(right)
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Figure 2. Comparison of pressure of the adjoint the state equation: stabilized(left) and un-
stabilized(right)
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Figure 3. Comparison of first component of the solutions of the state variable: stabilized(left)
and unstabilized(right)
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Given a space curve γ (u) called spine curve, a
canal surface associated to this curve is defined
as a surface swept by a family of spheres of vary-
ing radius r(u). If r(u) is constant, the canal
surface is called a tube or a pipe surface. Apart
from being used in pure mathematics, canal sur-
faces are widely used in many areas especially in
CAGD, e.g. construction of blending surfaces, i.e.
canal surface with a rational radius, shape recon-
struction or robotic path planning (see, [5], [11],
[12]). Greater part of the studies on canal sur-
faces within the CAGD context is related to the
search of canal surfaces with rational spine curve
and rational radius function. Canal surfaces are
also useful in visualising long thin objects such
as poles, 3D fonts, brass instruments or internal
organs of the body in solid/surface modeling and
CG/CAD. A national question is when the canal
surface is developable. It is well known that, at
regular points, the Gaussian curvature of a devel-
opable surface is identically zero. In [14] it has
been proved that developable canal surface is ei-
ther a cylinder or a cone.

This study consists of 5 sections: In section 2,
we explain some well-known properties of the sur-
faces in E

4. In section 3, we give the canal surfaces
in E

4 and some examples are presented. Section 4
investigates the ellipse of curvature of canal sur-
faces in E

4. Additionally we prove necessary and
sufficient condition of canal surfaces to become
superconformal in E

4. In Section 5, the visualiza-
tion of canal surfaces are given with using Maple
programme.

1. Basic concepts

Let M be a regular surface in E
4 given with

the parametrization X(u, v) : (u, v) ∈ D ⊂ E
2.

The tangent space of M at an arbitrary point
p = X(u, v) is spanned by the vectors Xu and
Xv. The first fundamental form coefficients of M
are computed by

E = 〈Xu, Xu〉, F = 〈Xu, Xv〉 , G = 〈Xv, Xv〉 , (1)

where 〈, 〉 is the scalar product of the Euclidean
space. We consider the surface patch X(u, v) is
regular, which implies that W 2 = EG− F 2 6= 0.

For the point p ∈ M , we can take the decompo-
sition TpE

4 = TpM ⊕ T⊥
p M , where T⊥

p M is the
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orthogonal component of TpM in E
4 with the Rie-

mannian connection
∼
∇.

The induced Riemannian connection ∇ on M for
any given local vector fields X1, X2 tangent to M ,
is given by

∇X1
X2 = (∇̃X1

X2)
T , (2)

where T expresses the tangential part.

Let us consider the spaces of the smooth vector
fields χ(M) and χ⊥(M) which are tangent and
normal to M , respectively. The second funda-
mental map is defined as follows:

h : χ(M)× χ(M) → χ
⊥(M)

h(Xi, Xj
) = ∇̃X

i
X

j
−∇X

i
X

j
1 ≤ i, j ≤ 2. (3)

This map is well-defined, symmetric and bilinear.

If we take the orthonormal frame field {N1, N2} of
M , then the shape operator which is self-adjoint
and bilinear can be given by

A : χ⊥(M)× χ(M) → χ(M)

ANiXi = −(∇̃XiNi)
T , Xi ∈ χ(M) (4)

which satisfies the equation:

〈ANk
Xj , Xi〉 = 〈h(Xi, Xj), Nk〉 = ckij , 1 ≤ i, j, k ≤ 2

(5)

for any X1, X2 ∈ TpM .

The equality (3) is known as the Gaussian equa-
tion, where

∇XiXj =
2∑

k=1

Γk
ijXk , 1 ≤ i, j ≤ 2 (6)

and

h(Xi, Xj) =

2∑

k=1

ckijNk 1 ≤ i, j ≤ 2. (7)

Here Γk
ij are Christoffel symbols and ckij are the

coefficients of the second fundamental form.

The Gaussian curvature are given by

K =
〈h(X1, X1), h(X2, X2)〉 − ‖h(X1, X2)‖2

g
(8)

and the mean curvature are given by

‖H‖ =
1

4g2
〈h(X1, X1)+h(X2, X2), h(X1, X1)+h(X2, X2)〉

(9)

where

g = ‖X1‖2 ‖X2‖2 − 〈X1, X2〉2 .

If the mean curvature of M vanishes identically
in E

n, then M is said to be minimal [3]. See also
[1].

2. Canal surfaces in E
4

Let γ(u) = (f1(u), f2(u), f3(u), 0) be a curve given
with arclength parameter. Then the Frenet for-
mulae have the following form:

γ′(u) = e1(u),

e1
′(u) = κ(u)e2(u),

e2
′(u) = −κ(u)e1(u) + τ(u)e3(u), (10)

e3
′(u) = −τ(u)e2(u),

e4
′(u) = 0,

where {e1(u), e2(u), e3(u), e4(u)} is the Frenet or-
thonormal basis of γ. The canal surface in E

4 has
the following parametrization (see [6]):

M : X(u, v) = γ(u) + r(u) (e3(u) cos v + e4(u) sin v) .
(11)

Example 1. Consider the helix γ(u) =
(a cos u

c
, a sin u

c
, bu

c
) in E

3. Then the canal sur-

face of γ in E
4 has the following parametrization

X(u, v) = (a cos
u

c
+

b

c
r(u) sin

u

c
cos v,

a sin
u

c
− b

c
r(u) cos

u

c
cos v, (12)

bu

c
+

a

c
r(u) cos v, r(u) sin v).

Example 2. Consider the generalized helix

γ(u) = ( (1+u)
3
2

3 ,
(1−u)

3
2

3 , u√
2
) in E

3. Then the canal

surface of γ in E
4 has the following parametriza-

tion

X(u, v) = (
(1 + u)

3

2

3
− r(u)

(1 + u)
1

2

2
cos v,

(1− u)
3

2

3
+ r(u)

(1− u)
1

2

2
cos v, (13)

u√
2
+

1√
2
r(u) cos v, r(u) sin v).
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The space which is tangent to M is spanned by

Xu = e1(u)− rτ cos ve2

+r′ cos ve3+r′ sin ve4, (14)

Xv = −r sin ve3+r cos ve4.

The first fundamental form coefficients become

E = 1 + (r′)2 + r2τ2 cos2 v,

F = 0, (15)

G = r2.

The Christoffel symbols Γk
ij are given by

Γ1
11 =

1

2E
∂u(E) =

1

E
〈Xuu, Xu〉 ,

Γ2
11 = − 1

2G
∂v(E) = − 1

G
〈Xvu, Xu〉 ,

Γ1
12 =

1

2E
∂v(E) =

1

E
〈Xvu, Xu〉 , (16)

Γ2
12 =

1

2G
∂u(G) =

1

G
〈Xvu, Xv〉 ,

Γ1
22 = − 1

2E
∂u(G) = − 1

E
〈Xvu, Xv〉 ,

Γ2
22 =

1

2G
∂v(G) =

1

G
〈Xvv, Xv〉 = 0.

and they are symmetric according to the covari-
ant indices ([7], p.398).

If we take the second partial derivatives of
X(u, v), we find:

Xuu = κrτ cos ve1 + (κ− (rτ)′ cos v − r′τ cos v)e2

+cos v(r′′ − rτ2)e3 + r′′ sin ve4,

Xuv = rτ sin ve2 − r′ sin ve3 + r′ cos ve4, (17)

Xvv = −r cos ve3 − r sin ve4,

Hence, by using (3), we find the Gaussian equa-
tions;

∇̃XuXu = Xuu = ∇XuXu + h(Xu, Xu),

∇̃XuXv = Xuv = ∇XuXv + h(Xu, Xv),(18)

∇̃XvXv = Xvv = ∇XvXv + h(Xv, Xv),

where

∇XuXu = Γ1
11Xu + Γ2

11Xv,

∇XuXv = Γ1
12Xu + Γ2

12Xv, (19)

∇XvXv = Γ1
22Xu + Γ2

22Xv.

Substituting (16) and (18) in (19), we obtain

h(Xu, Xu) = Xuu − 1

E
〈 Xuu, Xu〉Xu

+
1

G
〈Xuv, Xu〉Xv,

h(Xu, Xv) = Xuv −
1

E
〈Xuv, Xu〉Xu (20)

− 1

G
〈Xuv, Xv〉Xv,

h(Xv, Xv) = Xvv +
1

E
〈Xuv, Xv〉Xu.

Further using (20)
〈h(Xu, Xu), h(Xv, Xv)〉 = 〈Xuu, Xvv〉

−
1

E
〈Xuu, Xu〉 〈Xvv, Xu〉 ,

〈h(Xu, Xv), h(Xu, Xv)〉 = 〈Xuv, Xuv〉

−
1

E
〈Xuv, Xu〉

2

−
1

G
〈Xvu, Xv〉

2
,

〈h(Xu, Xv), h(Xv, Xv)〉 = 〈Xuv, Xvv〉

−
1

E
〈Xuv, Xu〉 〈Xvv, Xu〉 , (21)

〈h(Xu, Xu), h(Xu, Xu)〉 = 〈Xuu, Xuu〉

−
1

E
〈Xuu, Xu〉

2

+
〈Xuv, Xu〉

G
(2 〈Xuu, Xv〉

+ 〈Xuv, Xu〉) ,

〈h(Xv, Xv), h(Xv, Xv)〉 = 〈Xvv, Xvv〉

+
1

E
〈Xuv, Xv〉 (1 + 2 〈Xvv, Xu〉),

〈h(Xu, Xu), h(Xu, Xv)〉 = 〈Xuu, Xuv〉 −
1

E
〈Xuv, Xu〉

−
1

G
〈Xuu, Xv〉 〈Xuv, Xv〉

Thus, using (14) with (17) we get

〈Xuu, Xvv〉 = r2τ2 cos2 v − rr′′,

〈Xuv, Xuv〉 = r2τ2 sin2 v + (r′)2,

〈Xuu, Xuu〉 = (κrτ cos v)2

+(κ− (rτ)′ cos v − r′τ cos v)2 +

+cos2 v(r′′ − rτ2)2 + (r′′)2 sin2 v,

〈Xvv, Xvv〉 = r2, (22)

〈Xuu, Xu〉 = rτ(rτ)′ cos2 v + r′r′′,

〈Xuu, Xv〉 = r2τ2 cos v sin v,

〈Xvv, Xu〉 = −rr′,

〈Xuv, Xu〉 = −r2τ2 cos v sin v,

〈Xuv, Xv〉 = rr′,

〈Xuv, Xvv〉 = 0

〈Xuu, Xuv〉 = rτ sin v(κ− (rτ)′ cos v)

Proposition 1. The Gaussian curvature of the
canal surface M with the parametrization (11) in
E
4 is given by

K =
1

g
(〈Xuu, Xvv〉 −

1

E
〈Xuu, Xu〉 〈Xvv, Xu〉 (23)

−〈Xuv, Xuv〉+
1

E
〈Xuv, Xu〉

2 +
1

G
〈Xuv, Xv〉

2)

where g = EG− F 2.

Proof. By using the equation (8), we find

K =
1

g
(〈h(Xu, Xu), h(Xv, Xv)〉 − 〈h(Xu, Xv), h(Xu, Xv)〉) ,

(24)

which is the Gaussian curvature of the canal sur-
face M . Taking into account (21) and (24) we
obtain (23). �

From the equations (22) with (23) we obtain;
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Corollary 1. The Gaussian curvature of the
canal surface M with the parametrization (11) in
E
4 is given by

K =
r

gE
{r cos2 v(2τ2 + 2(r′)2τ2 − rr

′′
τ
2 + r

′
τ(rτ)′)

+r
3
τ
4 cos4 v − r

′′ − rτ
2(1 + (r′)2)}, (25)

where

E = 1 + (r′)2 + r2τ2 cos2 v,

g = r2(1 + (r′)2 + r2τ2 cos2 v).

Proposition 2. The mean curvature of the canal
surface M with the parametrization (11) in E

4 is
given by

4 ‖H‖
2

=
〈Xuu, Xuu〉

E2
+ 2

〈Xuu, Xvv〉

EG
+

〈Xvv, Xvv〉

G2

+
〈Xuv, Xv〉

EG2
(2 〈Xvv, Xu〉 + 〈Xuv, Xv〉) (26)

+
〈Xuv, Xu〉

E2G
(2〈Xuu, Xv〉 + 〈Xuv, Xu〉)

−
2

E2G
〈Xuu, Xu〉〈Xvv, Xu〉 −

〈Xuu, Xu〉
2

E3
.

Proof. By considering (9) the mean curvature of
the canal surface M becomes

‖H‖ =
1

4g2
(〈h(Xu, Xu) + h(Xv, Xv), h(Xu, Xu) + h(Xv, Xv)〉) ,

(27)

Taking into account (21) and (27) we get the
result. �

By the use of (22) and Proposition 2, we have the
following results:

Corollary 2. The mean curvature of the canal
surface M with the parametrization (11) in E

4 is
given by

‖H‖
2

=
1

4E2r2
[−

r2

E
(rτ(rτ)

′

cos
2
v + r

′

r
′′

)
2

+r
2
cos

2
v((τkr)

2
+

((rτ)
′

+ r
′

τ)
2
− r

2
τ
4
+ 4τ

2
+

+3(r
′

)
2
τ
2
− 2rτ

2
r
′′

+ 2r
′

τ(rτ)
′

)

+4r
4
τ
4
cos

4
v − 2kr

2
cos v((rτ)

′

+ r
′

τ) +

+k
2
r
2
− 2rr

′′

+ 1 + (r
′

)
2
].

Corollary 3. If the base curve γ of the canal sur-
face M is a straight line, then the Gaussian and
mean curvatures of M are

K =
−r′′

r(1 + (r′)2)2
,

and

‖H‖2 =
−1

4r2(1 + (r′)2)3
{
(rr′r′′)2

+(2rr′′ − 1)(1 + (r′)2)
}
,

respectively.

3. Ellipse of curvature of the canal

surfaces in E
4

Let M be a regular surface given with the
parametrization X (u, v) : (u, v) ∈ D ⊆ E

2. Con-
sider a circle given with the angle θ ∈ [0, 2π]

in the tangent space TpM . The intersection of
the direct sum of the tangent direction of X =
cos θX1+sin θX2 and the normal space T⊥

p M with
the surface M forms a curve. Such a curve is
called as a normal section curve in the direction
θ. Denote this curve by γθ. Normal curvature vec-
tor ηθ of γθ lies in T⊥

p M . When θ changes from 0
to 2π, the normal curvature vector constitutes an
ellipse called as a ellipse of curvature of M at p in
T⊥
p M . Thus, the curvature ellipse of M at point

p is given as follows with the second fundamental
form h:

E(p) = {h(X,X) | X ∈ TpM, ‖X‖ = 1} .
To see that this shows an ellipse, it is enough to
have a look at the formulas

X = cos θX1 + sin θX2

and

h(X,X) =
−→
H + cos 2θ

−→
B + sin 2θ

−→
C . (28)

Here,

−→
B =

1

2
(h(X1, X1)− h(X2, X2)),

−→
C = h(X1, X2),

(29)

are normal vectors and
−→
H = 1

2 (h(X1, X1) +

h(X2, X2)) is the mean curvature vector. This im-
plies that, the vector h(X,X) goes twice around

the ellipse of curvature centered at
−→
H , while X

goes once around the unit tangent circle [9].

From the equation (28), one can get that E(p) is
a circle if and only if for some orthonormal basis
of Tp(M) it holds that

〈h(X1, X2), h(X1, X1)− h(X2, X2)〉 = 0, (30)

and

‖h(X1, X1)− h(X2, X2)‖ = 2 ‖h(X1, X2)‖ .
(31)

General aspects of the ellipse of curvature for sur-
faces in E

4 studied by Wong [13]. (See also [2],
[8], [9] and [10])

Definition 1. The surface M with the
parametrization X (u, v) in E

4 is superconformal
if and only if its ellipse of curvature is a circle,

i.e.
〈−→
B,

−→
C
〉
= 0 and

∥∥∥
−→
B
∥∥∥ =

∥∥∥
−→
C
∥∥∥ holds [4]. If

the equality
〈−→
B,

−→
C
〉
= 0, the surface M is called

weak superconformal.

Theorem 1. The canal surface M with the
parametrization (11) in E

4 is superconformal if
and only if the equalities

〈 1
E
h(Xu, Xu)−

1

G
h(Xv, Xv),

1√
EG

h(Xu, Xv)〉 = 0

(32)
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and

2

∥∥∥∥
1√
EG

h(Xu, Xv)

∥∥∥∥ =

∥∥∥∥
1

E
h(Xu, Xu)−

1

G
h(Xv, Xv)

∥∥∥∥
(33)

hold.

Proof. If we use the orthonormal frame

X1 =
Xu

‖Xu‖
=

Xu√
E
,X2 =

Xv

‖Xv‖
=

Xv√
G
, (34)

we get

h(X1, X1) =
1

E
h(Xu, Xu),

h(X1, X2) =
1√
EG

h(Xu, Xv), (35)

h(X2, X2) =
1

G
h(Xv, Xv) .

Therefore, from (29) the normal vectors
−→
B and−→

C become
−→
B =

1

2
(
1

E
h(Xu, Xu)−

1

G
h(Xv, Xv)) (36)

and −→
C =

1√
EG

h(Xu, Xv). (37)

Suppose M is superconformal then by Definition

1 〈−→B,
−→
C 〉 = 0 and

∥∥∥
−→
B
∥∥∥ =

∥∥∥
−→
C
∥∥∥ hold. Thus by

the use of the equalities (36) and (37) we get the
result.

Conversely, if the equations (32) and (33) hold
then by the use of the equalities (36) and (37)

we obtain 〈−→B,
−→
C 〉 = 0 and

∥∥∥
−→
B
∥∥∥ =

∥∥∥
−→
C
∥∥∥ , which

shows that M is superconformal. �

Substituting (21) and (22) into (32) we obtain the
following results.

Corollary 4. Let M be a canal surface in E
4

given with the parametrization (11). Then M is
weak superconformal if and only if the equality

0 = r3τ sin v((k − (rτ)′ cos v)(1 + (r′)2)

+rτ cos v(r′r′′ + krτ cos v))

holds.

Corollary 5. Every canal surface whose spine
curve is a straight line of the form γ(u) = (a1u+
b1, a2u + b2, a3u + b3, 0) is weak superconformal,
where a1, a2, a3, b1, b2, b3 are real constants.

4. Visualization

The 3D-surfaces geometric modeling are very im-
portant in the surface modeling systems such
as; CAD/CAM systems and NC-processing. We
give the visualization of the surfaces with the
parametrization

X(u, v) = (x(u, v), y(u, v), z(u, v), w(u, v))

in E
4 by use of Maple Software Program. We plot

the graph of the surface with plotting command

plot3d([x, y, z + w], u = a..b, v = c..d). (38)

We construct the geometric model of the canal
surfaces defined in Example 1 for the following
values (see, Figure 1);

(a) (b)

(c)

Figure 1. The projections of canal surfaces of helix in E
3
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(a) (b)

(c)

Figure 2. The projections of canal surfaces of general helix in E
3

(a) (b)

Figure 3. The projections of canal surfaces of straight line in E
3

a) r(u) = e
u/3

,

b) r(u) = u
2
,

c) r(u) = 3u+ 5.

Further, we construct the geometric model of the canal
surfaces defined in Example 2 for the following values (see,
Figure 2);

a) r(u) = e
u2

,

b) r(u) = 5u2
,

c) r(u) = 3u+ 5.

Additionally, we construct the geometric model of the canal
surfaces defined in Corollary 3 for the following values (see,
Figure 3);

a) r(u) = e
u
,

b) r(u) = sinhu.

5. Conclusion

In this manuscript, we considered canal surfaces in the 4-
dimensional Euclidean space E

4. Most of the literature on
canal surfaces within the CAGD context has been moti-
vated by the observation that canal surfaces with rational
spine curve. We have proved this property mathematically
and also illustrated with some nice examples.
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1. Introduction 

Optimizing the mixture parameters of high 

performance concrete is important to save raw 

materials used [1-3]. Although many studies on 

finding the optimal mixture proportions for various 

concrete types [3] such as steel fiber reinforced 

concrete composition [4], recycled aggregate 

concretes [5], paper mill residuals mixed concrete [6], 

geopolymer concrete [7], and high strength self-

compacting concrete [8], there is still a need for 

hybrid optimization techniques. In optimization phase; 

experimental design such as response surface 

methodology (RSM) is not widely practiced with 

Genetic algorithm (GA). However, there are some 

studies to optimize wire electric discharge machining 

process [9], cutting parameters [10], biodiesel 

production process [11], and optimal cultivation [12]. 

In recent years, genetic algorithm was generally 

preferred to optimize parameters due to the success in 

solving complex optimization problems. 

RSM comprise of a group of mathematical and 

statistical techniques that can be used to identify the 

relationships between the response and the factors[13], 

[14]. RSM describes the effect of the factors, alone or 

in combination, in the processes [15]. Moreover in 

analyzing the effects of the factors, this experimental 

method also creates a mathematical model [16-18]. 

GAs show a classic strong optimization method in 

solving involution optimal problems that could be 

nonlinear or linear [15, 19]. GA consults the 

information from the achieved probable solution in the 

former stages to form the new set of points where 

improved results are anticipated [15, 20]. In the initial 

generation, GA is an evolutionary algorithm which 

can be used for the solution of more complicated 

optimization problems [15, 20]. GA can be described 

through three stages briefly: initial generation; 

operations such as reproduction, mutation, crossover 

etc.; determination of fitness value [15, 20]. 

This paper proposes a systematic methodology 

including experimental design based GA to assess and 

optimize thermal and fluidity properties of high 

strength concrete (HSC). Certainly, the overall heat 

transfer coefficient should be evaluated with the other 

essential properties such as T50 time, slump-flow 

spread and comprehensive strength for the HSC. For 

this purpose, the RSM must be applied with multi-

objective optimization methods such as genetic 
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algorithm. The main contribution of this article, the 

overall heat transfer coefficient of HSC was modeled 

empirically as a function of mixture parameters. The 

overall heat transfer coefficient was also optimized 

with other parameters using RSM-based GA. 

Furthermore, the overall heat transfer coefficient and 

T50 time were also analyzed in accordance with the 

mixed ingredients. 

2. Materials and method 

2.1. Materials 

CEM I 42.5R type cement with 425 kg/m3 dosage was 

used in this study. The cement has a specific gravity 

of 3.11 and Blaine fineness of 3696 cm2/g.120 kg/m3 

of fly ash with a specific gravity of 2.38 is used. A 

polycarboxylic ether based superplasticizer was used 

in all concrete mixtures. Super-plasticizer content is 

identified as the ratio of SP amount of 100 kg cement. 

Crushed sands (with a size of smaller than 4 mm as 

fine aggregate and with a size between 4 mm to 11mm 

as the coarse aggregate are used in concrete mixtures. 

The fine and coarse aggregates has specific gravities 

of 2.61 and 2.72 and mean water absorptions of 1.4% 

and 1.1 %, respectively. 

2.2. Proposed methodology 

Low heat loss provides benefits in energy savings. 

The overall heat transfer coefficient was evaluated 

with other important criteria for HSC such as slump-

spread diameter, T50 time and 28th day compressive 

strength to meet HSC qualifications. The flow chart 

which consists of 10 steps and which is aimed at 

optimizing the HSC performance was given in Figure 

1.In this research, GA was used for the optimization 

of useful models obtained with RSM for the overall 

heat transfer coefficient, slump-spread diameter, T50 

time and 28th day compressive strength.  

 
Figure 1. Proposed performance optimization and modeling 

framework 

2.3. Thermal and fluidity properties of high 

strength concrete 

In Turkey, 80% of the energy consumption in 

households is used for heating aims [21]. New 

methods have to be designed in order to contribute 

building professionals in their effort to optimize 

designs and to improve energy performance [22]. In 

our study, radiation heat-transfer coefficient was 

calculated to predict and model the overall heat 

transfer coefficient taking into account relationship 

radiation heat-transfer coefficient between convective 

heat transfer coefficients. Lakatos and Kalmar 

examines the change of the overall heat transfer 

coefficient of building structures in function of water 

content [23]. The first criterion is identified as the 

overall heat transfer coefficient that should be low. 

Quality characteristics for modeling phase are 

presented in Table 1.  

Table 1. Quality criteria and their target values for 

optimization phase 

Quality 

feature 
Sign Definition 

Kind of 

concrete 

test 

Objective 

1 U 

The overall heat 

transfer 
coefficient 

(W/m2K) 

Freshly 

mixed 

concrete  

Minimize 

2 S 
Slump-spread 

diameter (mm) 

Freshly 
mixed 

concrete 

Maximize 

3 T50 T50  time (s) 
Freshly 
mixed 

concrete 

Minimize 

4 fcs28 

Compressive 

strength 
(N/mm2) 28 

days 

Hardened 

concrete 

test 

Maximize 

2.4. Determination of factors and their levels 

The ranges of factors and their levels were determined 

taking into account the findings obtained by TOPSIS-

based Taguchi Optimization [8]. Three factors 

(variables) are characterized as A, B, C and their five 

levels are given in Table 2. The factors in our 

experiment are percentage of water to binder materials 

(A), fine aggregate (I) amount to total aggregate 

amount ratio (B) and the percentage of PCE (C). 

Table 2. Factor levels for response surface methodology 

Factors  Description 

Levels 

-2 -1 0 1 2 

First 

level 

Second 

level 

Third 

level 

Fourth 

level 

Fifth 

level 

A 

Water to 

binder 

materials ratio  

0.36 0.365 0.37 0.375 0.38 

B 

Fine aggregate 
(I) amount to 

total aggregate 

amount ratio  

0.58 0.59 0.60 0.61 0.62 

C 

The 

percentage of 

PCE (%) 

1.15 1.20 1.25 1.30 1.35 

 

3. The calculation of heat transfer coefficients 

Δx is the specimen length (150 mm), λc is thermal 

conductivity of concrete, hc is convective heat transfer 

coefficient [8, 24] and hf is radiation heat transfer 

coefficient; The heat transfer process may be 

represented by the resistance network and the overall 

heat transfer can be calculated as the ratio of the 
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overall temperature difference to the sum of the 

thermal resistance (U) [25]: 

𝑈 =
1

(
1

ℎ𝑐
+

∆𝑥

𝜆𝑐
+

1

ℎ𝑓
)

                                                        (1) 

 

The thermal conductivity of concrete λc (in W/m*K), 

200C < Tw< 12000C, can be calculated between the 

lower(LL) and upper limit (UL)values as follows [25]: 

 

𝜆𝑐 =  {
2 − 0.245(𝑇𝑤/100) + 0.011(𝑇𝑤/100)2, UL 

1.36 − 0.136(𝑇𝑤/100) + 0.006(𝑇𝑤/100)2, LL
 

(2) 

In this study, the average thermal conductivity (𝜆̅
𝑐), 

which is the average of the lower thermal conductivity 

and upper thermal conductivity of the concrete, was 

calculated by using Eq. (2) for all experiments given 

in Table 3. 

The details of calculation of the convective heat 

transfer coefficient can be found in [8]. Tw, T∞ and Tf 

are the temperature of the concrete surface, the 

temperature of the air and film temperature, 

respectively.  

The coefficient of the average convection heat transfer 

(hc) which is the average of the coefficients of the 

convection heat transfer of three 150 mm cubes given 

in Table 3 [8].  

The radiation heat transfer coefficient (ℎ̅𝑓) which is 

the average of the coefficients of the radiation heat 

transfer of three 150 mm cubes given in Table 3, are 

calculated by using Eq. (3) for all experiments[8]. 

ℎ𝑓 =
𝜎∗𝜀∗𝐹1,2

𝑇𝑤 − 𝑇∞

[𝑇𝑤
4 − 𝑇∞

4 ]                                           (3) 

ε is emissivity 0.63 for concrete; σ is Stephan-

Boltzmann constant 5,67*10-8 W/m2K4 and F1,2 = 1 

radiation shape factor [8, 26]. 

4. Modeling and optimization 

4.1. Modeling 

Experimental matrix of RSM based Central 

Composite Design (CCD) were given in third, fourth 

and fifth columns of Table 4. In our study, rotatable 

experimental design is carried out as central composite 

design (CCD) which consists of 20 experiments. As 

shown in Table 4, three independent variables was 

symbolized as A (water to binder materials ratio), B 

(fine aggregate (II) amount to total aggregate amount 

ratio) and C (super plasticizer amount ratio to one 

hundred kilogram binder materials) [16]. 

The regression equations given in Table 5 were 

achieved from the analysis of variances (ANOVA). 

From the “p” values (p < 0.05) presented in also Table 

5, regression equations were found significant for all 

thermal and fluidity properties [16]. The results 

demonstrate that the experimental results approximate 

to the estimated results (see R2 values in Table 5). The 

estimated and theoretical values for the all thermal and 

fluidity properties were given in Table 5. 

 

 

 

Table 3. The overall heat transfer coefficient 

Exp.No. Tc, 
0C T∞ , 0C Tf , K Re Nu λc(W/mK)* hc(W/ m2K)‡ hf(W/ m2K)# U(W/ m2K) 

1 21.8 14.2 291.15 20169.02 84.11580 1.639177 14.40864 3.527020 2.250035 

2 21.4 14.2 290.95 20191.28 84.16466 1.639919 14.40781 3.519696 2.247241 

3 20.8 14.2 290.65 20224.76 84.23810 1.641032 14.40657 3.508735 2.243049 

4 20.6 14.2 290.55 20235.95 84.26262 1.641404 14.40616 3.505088 2.241652 

5 20.9 14.2 290.70 20219.18 84.22585 1.640847 14.40678 3.510560 2.243748 

6 21.0 14.2 290.75 20213.59 84.21360 1.640661 14.40698 3.512385 2.244446 

7 21.4 13.8 290.75 20213.59 84.21360 1.639919 14.40698 3.512505 2.244287 

8 21.3 13.8 290.70 20219.18 84.22585 1.640104 14.40678 3.510678 2.243588 

9 20.7 13.8 290.40 20252.75 84.29944 1.641218 14.40554 3.499732 2.239393 

10 20.1 13.8 290.10 20286.44 84.37321 1.642332 14.40431 3.488815 2.235199 

11 20.6 13.8 290.35 20258.36 84.31172 1.641404 14.40533 3.497910 2.238694 

12 20.5 13.8 290.30 20263.97 84.32401 1.641589 14.40513 3.496089 2.237995 

13 20.8 13.8 290.45 20247.15 84.28716 1.641032 14.40574 3.501554 2.240093 

14 21.0 13.8 290.55 20235.95 84.26262 1.640661 14.40616 3.505201 2.241491 

15 21.1 14.3 290.85 20202.43 84.18912 1.640476 14.40740 3.516010 2.245884 

16 20.8 14.3 290.70 20219.18 84.22585 1.641032 14.40678 3.510532 2.243789 

17 21.9 14.3 291.25 20157.90 84.09140 1.638991 14.40906 3.530655 2.251471 

18 20.2 14.3 290.40 20252.75 84.29944 1.642146 14.40554 3.499599 2.239598 

19 20.6 14.3 290.60 20230.36 84.25036 1.641404 14.40636 3.506884 2.242392 

20 20.7 14.3 290.65 20224.76 84.23810 1.641218 14.40657 3.508708 2.243090 

* The average of the lower thermal conductivity and upper thermal conductivity of the concrete 
 ‡ The average of the coefficients of the convection heat transfer of three 150 mm specimens [8] 

# The average of the coefficients of the radiation heat transfer of three 150 mm specimens 
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4.2. Optimization 

The regression meta-models obtained from RSM 

experiments were determined as the objective 

functions for genetic algorithm were given in Table 5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Bounds were defined as 0.36 ≤ A ≤ 0.38, 0.58≤ B ≤  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. Experimental results 

Exp. 

No. 

   CCD Responses 

Factors have been fixed,  

1 m3 

Factors used in experimental 

design, 1 m3 (%) 
U (W/m2K) 

S 

mm 

T50 

s 

fcs28 

N/m3 

Cement, 

kg 

Fly 

ash, kg 

Total 

aggregate, 

kg 
A B C     

MD1 425 120 1668 36.5 59 1.15 2.250035 680 5.1 71.0 
MD2 425 120 1668 37.5 61 1.15 2.247241 710 4.7 68.1 

MD 3 425 120 1668 37.5 59 1.30 2.243049 780 3.8 68.6 

MD 4 425 120 1668 36.5 61 1.30 2.241652 750 4.1 69.0 
MD 5 425 120 1668 37.0 60 1.25 2.243748 750 4.5 68.7 

MD 6 425 120 1668 37.0 60 1.25 2.244446 750 4.6 68.1 

MD 7 425 120 1668 37.5 59 1.20 2.244287 760 4.2 67.3 
MD 8 425 120 1668 36.5 61 1.20 2.243588 720 5.0 68.4 

MD 9 425 120 1668 36.5 59 1.30 2.239393 750 4.8 71.3 

MD 10 425 120 1668 37.5 61 1.30 2.235199 790 4.2 66.9 

MD 11 425 120 1668 37.0 60 1.25 2.238694 740 4.4 68.3 

MD 12 425 120 1668 37.0 60 1.25 2.237995 750 4.5 67.8 

MD 13 425 120 1668 36.0 60 1.25 2.240093 670 5.2 71.5 
MD 14 425 120 1668 38.0 60 1.25 2.241491 750 4.3 67.3 

MD 15 425 120 1668 37.0 58 1.25 2.245884 740 4.4 68.5 

MD 16 425 120 1668 37.0 62 1.25 2.243789 740 4.5 68.2 
MD 17 425 120 1668 37.0 60 1.15 2.251471 700 5.1 69.9 

MD 18 425 120 1668 37.0 60 1.35 2.239598 770 3.8 70.4 

   MD 19   425 120 1668 37.0 60 1.25 2.242392 750 4.5 68.7 
MD 20   425 120 1668 37.0 60 1.25 2.243090 750 4.5 69.0 

 

 

Table 5. Regression equations and analysis of variances of all responses 

Regression equations  (obtained by uncoded variables) R2, % P value 

U = -2.36 + 23.91X1+1.98X2-0.74X3-13.30X12+5.88 X22+0.30 X32-23.94X1X2+0.21X1X3-0.208X2X3 77.29‡ 0.024* 

S = -65018 + 296687X1+33056X2+45X3-327126X12-6782X22-720X32-81954X1X2-

1316X1X3+4342X2X3 
91.75‡ 0.000* 

T50 = 971.54 – 3970.44X1-873.44X2+66.41X3+1929.89X12-267.53X22-

21.56X32+3743.68X1X2+197.37X1X3-151.32X2X3 
93.88‡ 0.000* 

fcs28 = 2271.0 – 9524.57X1-991.79X2-148.74X3+7661.11X12-

709.72X22+139.11X32+6011.11X1X2+23.68X1X3-338.16X2X3 
87.03‡ 0.002* 

*significant at 5% (p-value) 
‡regression coefficient values plotted predicted values against observed values for validation meta-models 

 

Table 6. The results of genetic algorithm 

No. 
Variables 

Responses 

U, W/m2K S,  mm T50,  sec fcs28,  N/mm2 

GA* PV‡ GA PV GA PV GA PV 

A B C 

1 0.3800 0.5800 1.1500 2.2537 2.2537 734.9912 734.9912 3.1423 3.1423 66.5157 66.5157 

2 0.3800 0.5800 1.2038 2.2492 2.2492 754.8319 754.8189 3.2983 3.2982 66.0818 66.0618 

3 0.3800 0.6130 1.3139 2.2334 2.2334 766.9671 766.8106 4.2555 4.2569 67.6885 67.6903 

4 0.3600 0.5805 1.3327 2.2362 2.2362 680.0251 679.5703 5.2985 5.3040 74.9295 74.9462 

5 0.3607 0.5825 1.3210 2.2365 2.2365 688.6627 688.2686 5.2184 5.2226 74.0219 74.0352 

6 0.3601 0.5809 1.1512 2.2449 2.2449 625.4983 625.9799 6.0024 5.9954 73.2638 73.2440 

7 0.3672 0.5815 1.2033 2.2445 2.2445 714.7011 714.9063 4.8445 4.8408 69.7007 69.6999 

8 0.3648 0.5960 1.2466 2.2396 2.2396 718.0428 718.3367 4.9185 4.9155 70.0038 69.9997 

9 0.3616 0.5836 1.1845 2.2426 2.2427 658.3094 658.6406 5.6925 5.6874 72.0325 72.0178 

10 0.3617 0.5820 1.2611 2.2383 2.2383 683.9930 684.3451 5.4638 5.4590 72.3077 72.2926 

R2, % 100.0 100.0 100.0 100.0 

         *Predicted results for response using GA; ‡Predicted values for response using meta-models obtained RSM 
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The regression meta-models obtained from RSM 

experiments were determined as the objective 

functions for genetic algorithm were given in Table 5. 

Bounds were defined as 0.36 ≤ A ≤ 0.38, 0.58≤ B ≤ 

0.62 ve 1.15 ≤ C ≤ 1.35 used in RSM. The trial and 

error method was used to determine the parameters in 

GAs using MATLAB® optimization toolbox [15]. In 

all combinations of parameters used the trial and error 

method was achieved over 99% fitness value. Genetic 

algorithm parameters which have the highest fitness 

value and selected by trial and error method; the 

number of initial population, crossover rate, and 

number of generations are 40, 0.8 and 150 

respectively. Ten runs have been executed with these 

parameters to determine genetic algorithm method 

efficiency (Table 6). 

In order to confirm the optimum mix-design 

proportion achieved using genetic algorithm, one 

empirical study was implemented to check whether 

the genetic algorithm could really predict of quality 

criteria by the proposed optimum mixture proportions. 

Optimal mixture parameters were determined as A = 

0.38, B = 0.58 and C = 1.15 for genetic algorithm. The 

results prove that the experimental results are very 

close to the estimated results (Table 7).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Discussion 

Having excessive or low ratio of water to cement 

materials provides less heat transfer due to low overall 

heat transfer coefficient as shown in contour plot 

(Figure 2 and 3) [17]. Fine aggregate to total 

aggregate ratio should be fixed at 0.60-0.61 also 

decreases heat transfer. The percentage of super 

plasticizer content, factor C, causing the highest 

variation in the overall heat transfer coefficient is the 

most important factor. The relationship between the 

overall heat transfer coefficient (U) and factors (A, B, 

C) can be analyzed using this contour plots. As shown 

in Figure 2, the stationary point of the response 

surface shows the saddle point for that property (the 

third factor was kept constant at 1.25). Moreover, T50 

time of high strength concrete decreased with the 

increasing of water to binder ratio and the percentage 

of super plasticizer content. Also, T50 time did not 

change the fluctuation of fine aggregate ratio (Figure 

3). T50 time of fresh concrete has been negatively 

affected by the interaction between water to binder 

materials and fine aggregate ratio (Figure 3). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7. The results of genetic algorithm 

Number Responses 
Estimated 

values 

Confirmation 

experiment 

Difference 

(d) Mean, 

d  

Standard 

deviation 

Test 

Statistics‡ 

t3;0.025 

(t n-1,/2) 

1 U 2.1537 2.1539 -0.0002 1.26 2.49 *1.012 3.18 

2 S 734.9912 730 4.9912     

3 T50 3.1423 3.1 0.0423     

4 fcs28 66.5157 66.5 0.0157     

Total n=4        

*Null hypothesis H0= The Xi’s are interdependent and identically distributed random variables with distribution function F. Since 

1.012<3.18, null hypothesis would not reject. ‡𝑡 = �̅�√𝑛 𝑠𝑑⁄ [17] 

 

 
Figure 2. Contour plots of the overall heat transfer coefficient in uncoded values 
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6. Conclusion 

In this study, the modeling of mixture proportions 

including overall heat transfer coefficient of high 

strength concrete was performed by using a RSM. The 

quadratic models based on RSM were useful and 

significant at % 5 statistically for prediction of overall 

heat transfer coefficient (with a p-value of 0.024), 

slump-spread diameter (with a p-value of 0.000), T50 

time (with a p-value of 0.000) and 28th day 

compressive strength (with a p-value of 0.002). 

Response surface methodology is such a design of 

experiment technique; it can be used to optimize only 

one response. If there is more than one response, 

response surface methodology should be used with 

other optimization techniques such as the desirability 

function approach, the nonlinear programming 

methodologies, and the metaheuristic algorithms. 

Non-linear programming or desirability function 

approach contains complex mathematical operations 

and requires algorithm knowledge. However, genetic 

algorithm application is easy to perform compared to 

non-linear programming or desirability function 

approach. Moreover, genetic algorithm has been 

preferred to solve the multi-response optimization 

more quickly.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

According to these findings; RSM can be used the 

modeling of the thermal and fluidity properties of high 

strength concrete. Following the RSM stage; genetic 

algorithm using MATLAB® optimization toolbox 

based experiments was applied to determine optimal 

mixture parameters of HSC. The results show that 

response surface methodology based on genetic 

algorithm is quite an effective tool in solving the 

mixture proportions optimization problem.  

The RSM-based GA can be used effectively in the 

other possible application areas such as product design 

and improvement in material engineering, parameter 

design in control engineering, mix design in chemical 

engineering. 
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Optimization problems are generally classified into two main groups: uncon-
strained and constrained. In the case of constrained optimization, special
techniques are required to handle with constraints and to produce solutions
in the feasible space. Intelligent optimization techniques that do not make
assumptions on the problem characteristics are preferred to produce accept-
able solutions to the constrained optimization problems. In this study, the
performance analysis of artificial bee colony algorithm (ABC), one of the intel-
ligent optimization techniques, is examined on constrained problems and the
effect of some modifications on the performance of the algorithm is examined.
Different variants of the algorithm were proposed and compared in terms of
efficiency and stability. Depending on the results, when DE operators were in-
tegrated into ABC algorithm, an enhancement in the performance was gained
in addition to preserving the stability of the basic ABC. The ABC algorithm
is a simple optimization algorithm that can be efficiently used for constrained
optimization without requiring a priori knowledge.
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1. Introduction

Design problems are optimization problems in
which the parameters of the system are decided in
order to obtain the best performance. Formulat-
ing design problems as optimization problems and
solving them by using an appropriate optimiza-
tion tool minimizes the experimental costs and
errors. In most of the design problems, problems
have some constraints that the solutions must sat-
isfy.

Traditional optimization algorithms are not suc-
cessful when the problems are nonlinear and have
many constraints and discrete variables. Evo-
lutionary algorithms (EAs) [1] that mimic the
genetic inheritance and natural selection do not
make assumptions on the problem characteristics
and can be used for constrained, nonlinear design
problems successfully [2]. In EAs, a population
of solutions are assigned fitness values and new
child solutions are produced after reproduction,

mutation, crossover operators. Better solutions
are retained in the population applying a selection
operator and the population quality is increased
which means convergence to better solutions.

Swarm intelligence (SI) based algorithms employ
similar operators to those of evolutionary algo-
rithms while SI algorithms are also capable of us-
ing collective intelligence coming due to the in-
teractions of individuals in the swarm. Genetic
algorithm [3], Differential Evolution [4] are typ-
ical examples of EAs; Ant Colony Optimization
[5], Particle Swarm Optimization [6] and Artifi-
cial Bee Colony [7] algorithms are examples of SI
based algorithms.

All these algorithms were initially proposed for
unconstrained optimization and their basic ver-
sions did not have any mechanism to produce so-
lutions in feasible space or to prefer feasible so-
lution to infeasible one. Some operators are inte-
grated to the algorithms in order to search the fea-
sible space and solve constrained problems such as
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transforming operator that preserve feasibility of
solutions, penalty functions to penalize constraint
violations in the cost function, distinction opera-
tor that separate feasible and infeasible, hybrid
methods that incorporates evolutionary methods
and deterministic procedures [8]. Artificial Bee
Colony Algorithm proposed for constrained opti-
mization [9, 10] prefers feasible solutions to infea-
sible solutions applying Deb’s rules [11] in the se-
lection phase. Another modification in basic ABC
concerns fitness assignment scheme which consid-
ers both feasible solutions and infeasible solutions
because the population can include both types of
solutions to maintain diversity in the population.

Although there are some studies related to ABC
on the constrained optimization, effect of the
neighbor production mechanism has not been
studied to analyze how they cover feasible space
or whether they are capable of making distinc-
tion between feasible and infeasible space or which
one is more efficient for constrained optimiza-
tion. In this study, various ABC algorithm vari-
ants, which employ different neighbor productions
mechanisms and neighborhood topologies, are an-
alyzed in terms of success rates. Effect of the
neighbor solution production in the search be-
havior of the algorithms and in the convergence
are investigated. Basic ABC algorithm for un-
constrained optimization and proposed ABC al-
gorithm variants for constrained optimization are
summarized in the second and the third sections,
respectively. In the forth section, the experimen-
tal studies are presented and the results are dis-
cussed. The last section is dedicated to the con-
clusion.

2. Artificial bee colony algorithm

Honey bees perform many intelligent tasks and
foraging is one of the most important tasks in the
colony. The foraging is performed using the col-
lective intelligence based on the communication
and interaction of the bees. Bees are specialized
depending on the task they are assigned to. In a
real colony, there are three types of bees assigned
to the foraging task: employed bees, onlooker bees
and scout bees. The scout bees search for new
food sources of which the nectar will be loaded
to the hive. Discovered sources are exploited by
the employed bees and the employed bees share
information with the onlooker bees who wait in
the hive. Onlooker bees select a food source to
fly based on the information taken from the em-
ployed bees. When a source is exhausted, it is
abandoned and its bee switches her role to a scout
bee. In the foraging task, bees try to maximize

the nectar amount loaded to hive by finding the
most profitable sources in the environment.

ABC algorithm [7] simulates the foraging behav-
ior of honey bees in nature. Locations of the
food sources correspond to the parameters of the
problem and finding the location of the most prof-
itable source is an optimization problem. Nectar
amount of the solution is measured by the fitness
of a parameter vector. Main steps of the algo-
rithm are given in Alg. 1:

Algorithm 1. Pseudo-code of ABC algorithm

1: Initialization
2: Evaluation
3: cycle=1
4: repeat

5: Employed Bees Phase
6: Calculate Probabilities for Onlookers
7: Onlooker Bees Phase
8: Scout Bees Phase
9: Memorize the best solution so far

10: cycle=cycle+1
11: until cycle=Maximum Cycle Number

In the initialization phase of the algorithm, values
are passed to the control parameters: the num-
ber of food sources (CS), maximum cycle num-
ber (MCN) and the limit that controls whether a
source is exhausted or not. If the problem has D
parameters to be optimized, a population of CS
number of D dimensional solutions are generated
randomly using Eq. 1.

xji = xjmin + rand(0, 1)(xjmax − xj
min

) (1)

where xjmin and xjmax are lower and upper bound
of the parameter j, respectively.

In the evaluation phase, each solution is substi-
tuted in the cost function and assigned a fitness
value using the cost function associated with the
problem. Subsequently, the employed bee, on-
looker bee and scout bee phases are repeated until
the cycle number reaches to MCN .

In the employed bee phase, a local search is car-
ried out in the vicinity of each solution by Eq.
2:

x′ij = xij + φij(xij − xkj) (2)

where k 6= i is a neighbor solution drawn ran-
domly from the population, φij is random real
number within the range [-1,1] drawn from uni-
form distribution. After new solution is assigned
a fitness value, ABC algorithm performs greedy



100 B. Akay, D. Karaboga /Vol.7, No.1, pp.98-111 (2017) c©IJOCTA

selection by which if the fitness of ~x′ is better than
the fitness of ~x, ~x is discarded and ~x′ is included
in the population. Otherwise, ~x is retained in the
population. To be used in the scout bee phase,
a counter associated with each solution holds the
number of times that the solution is retained in
the population. In the onlooker bee phase, on-
looker bees use the information obtained from em-
ployed bees and select high quality sources to fly.
Each solution is assigned a probability value (Eq.
3) proportional to its fitness value obtained from
the employed bee phase. In basic ABC algorithm,
a roulette wheel selection scheme is applied to se-
lect potentially high quality solutions but also to
give chance to low quality solutions to be selected.

pi =
fitnessi

CS
∑

i=1

fitnessi

(3)

Once a solution is determined using roulette wheel
selection, a local search is performed using Eq. 2.
As in the employed bee phase, a greedy selection is
applied and counters are updated. The onlooker
bee phase promotes more local searches around
the better solutions which is a positive feedback
feature.

In the scout bee phase, counters associated with
each solution are checked and if a counter is higher
than the control parameter limit, that source is
assumed to be exhausted. The exhausted source
is replaced with a new solution produced by Eq. 1
and its counter is set to 0. This phenomena arises
a negative feedback effect and fluctuation in the
algorithm which avoids to trap local minima.

The algorithm performs a balanced exploration
and exploitation and has the advantage of em-
ploying less control parameters. ABC algorithm
has been applied to many problems in wide range
of fields [12, 13, 14] and has shown superior perfor-
mance on high dimensional multimodal problems
[15, 9]

3. Artificial bee colony algorithm for

constrained optimization

In most of the design problems, problems have
some constraints that the solutions must satisfy.
A constrained design problem is defined as in Eq.
4.

minimize f(~x), ~x = (x1, . . . , xn) ∈ R
n

li ≤ xi ≤ ui,
i = 1, . . . , n

subject to : gj(~x) ≤ 0,
for j = 1, . . . , q
hj(~x) = 0,
for j = q + 1, . . . ,m

(4)

where f is defined in n-dimensional search space,
(S), and each ~xi parameter is bounded by the
range [li, ui]. Constrained optimization finds a
parameter vector ~x which minimizes the cost
function,(f(~x)) and does not violate inequality
(gj(~x)) and equality (hj(~x)) constraints. A fea-
sible solution satisfies all constraints and in fea-
sible space F ⊆ S, which is defined by m ≥ 0
constraints [16]. Like the other EAs, ABC al-
gorithm was initially proposed for unconstrained
optimization and some modifications have to be
made in the algorithm in order to cope with the
constraints and provide solutions in the feasible
space (F ). In the subsequent sections, proposed
ABC algorithm variants for constraint optimiza-
tion are explained.

3.1. ABCV1: ABC algorithm for

constrained optimization

ABC algorithm for constrained optimization [9,
10] uses the same framework with the basic ABC
algorithm. ABCV1 includes employed bees, on-
looker bees and scout bees phases as well while
there have been some modifications inside the
phases. ABCV1 does not need initial solutions
to be in feasible space and initial solutions are
produced using Eq. 1 as in basic ABC algorithm.

In the employed bee phase of ABCV1, a local
search is conducted in the neighborhood of the so-
lution in bee’s memory using Eq. 5 instead of Eq.
2. Eq. 2 makes modification on one dimension of
the current solution while Eq. 5 makes modifica-
tion on dimensions if a uniformly distributed ran-
dom number Rj is lower than perturbation rate,
MR. MR is a control parameter introduced in
ABCV1. High values of MR speeds up the con-
vergence but has negative effect on fine tuning.

υij =

{

xij + φij(xij − xkj) , if Rj < MR
xij , otherwise

(5)

After generating a mutant solution υij for each
solution, instead of greedy selection, ABCV1 ap-
plies Deb’s rules [11] that are listed below:
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• A feasible solution (violationi ≤ 0)
is chosen against an infeasible solution
(violationj > 0) (solution i is dominant),

• If both of the solutions are
feasible(violationi ≤ 0, violationj ≤ 0),
the one with better objective function
value is chosen (fi < fj , solution i is
dominant),

• If both of the solutions are infeasible
(violationi > 0, violationj > 0), the one
with smaller constraint violation is cho-
sen (violationi < violationj , solution i is
dominant).

In the constrained optimization, the cost func-
tion value obtained evaluating an infeasible solu-
tion might be lower than the one obtained with
a feasible solution. In the probability assignment
scheme, the feasible solutions should have higher
fitness values than infeasible solutions to promote
feasible regions. Therefore, the probability of the
feasible solutions starts from 0.5 (within the range
[0.5,1])and the probability of the infeasible solu-
tions are assigned within the range [0,0.5] based
the violation of the solutions. Eq. 6 can be used
for this purpose:

pi =































0.5 +





fitnessi
CS
∑

j=1

fitnessj



 ∗ 0.5 if feasible



1− violationi
CS
∑

j=1

violationj



 ∗ 0.5 if infeasible

(6)

Eq. 6 assigns higher values to the feasible so-
lutions but the solutions with lower probability
value have also chance to be chosen by the roulette
wheel selection. This property provides popula-
tion diversity and search ability near the bound-
ary lines. In order to avoid feasible solutions to
be discarded quickly in the scout phase, the limit
checking is performed in each SPP cycles instead
of each cycle. SPP is also another control param-
eter introduced in ABCV1.

3.2. ABCV2: Each parameter from

different solution

In ABCV2, Eq. 5 is replaced with a different
search operator defined by Eq 7. Eq. 5 exploits
kth solution for all dimensions while Eq 7 uses a
different neighbor (kj) for each dimension so that
information of more individuals are spread and
more interaction can be obtained from the popu-
lation. For each parameter, a random number is
drawn and a random neighbor is selected. If the

random number is less than MR, Eq. 7 changes
this parameter using the information of the neigh-
bor selected.

x′ij =

{

xij + φij(xkjj − xij), Rj < MR
xij otherwise

(7)

The other parts of the algorithm are retained as
in ABCV1.

3.3. ABCV3: ABC algorithm utilizing

individuals in a neighborhood

topology

In ABCV1 and ABCV2, selected neighbors are
drawn from the population in a global manner
without considering any criterion between the so-
lutions. In ABCV3, it is proposed to select the
neighbors from a neighborhood topology which
comprises the solutions within a predefined ra-
dius. Neighborhood of i the solution, Ni, is de-
fined by the expression given by Eq. 8:

Ni =







⋃

k 6=i

xk |dik ≤ davg







(8)

As seen from the expression, a solution xk, is as-
sumed to be a neighbor of the current solution,
xi, if the distance between them (dik) is less than
the average Euclidian distance (davg). In ABCV3,
Eq. 9 is used to produce a new solution:

x
′

ij =

{

xij + φij(xkjj
− xij), Rj < MR, and xkj

∈ Ni

xij , otherwise

(9)

3.4. ABCV4:ABC algorithm using a

neighborhood topology in the

Onlooker bee phase

The quick ABC algorithm [13] is proposed to en-
hance the local search capability of the basic ABC
algorithm. In the basic ABC algorithm, an on-
looker bee performs perturbation the solution se-
lected based on the roulette wheel selection while
in quick ABC algorithm, an onlooker bee per-
forms on the best solution of a neighborhood de-
fined by a radius, NR.

3.5. ABCV5,ABCV6,ABCV7:ABC

algorithms using the mutation and

crossover operators of differential

evolution algorithm

Differential Evolution algorithm [4], proposed by
Storn and Price, is an iterative and population-
based optimization algorithm for optimizing the



102 B. Akay, D. Karaboga /Vol.7, No.1, pp.98-111 (2017) c©IJOCTA

continuous functions. It is a fast, simple and
easy applicable algorithm. As in the other evo-
lutionary algorithms, it has evaluation, muta-
tion, crossover and selection phases. In mutation
phase, for each solution, a mutant solution is pro-
duced by weighing the difference of the solutions
chosen randomly (Eq. 10):

x̂i = xr1 + F (xi − xr2) (10)

where r1 6= r2 6= i and F is real valued scaling
factor within the range [0,2]. The mutant solu-
tion is subjected to the crossover operation with
the original solution (Eq. 11):

yi =

{

x̂i, Rj ≤ CR

xi, Rj > CR
(11)

where CR is crossover rate, Rj is a random real
value drawn within the range [0,1]. New solution
is evaluated using the cost function and greedy se-
lection operator is applied to decide whether the
original solution or new solution will be retained
in the population. These steps are repeated until
the termination criteria is satisfied. Although DE
algorithm produces efficient results on some func-
tions, the statistics related to its stability such as
mean value and standard deviation are not satis-
factory [9]. For this reason, DE’s operators are in-
tegrated with ABC algorithm in order to combine
DE’s success on unimodal functions and to pre-
serve stability of the ABC algorithm. To achieve
this, Eq. 5 in ABC is replaced with Equations 10
and 11. This modification is carried out only in
employed bee phase in ABCV5, only is onlooker
bee phase in ABCV6 and both in employed bee
phase and in onlooker bee phase in ABCV7 vari-
ant.

3.6. ABCV8:ABC algorithm using the

global best

In order to include the information due to the
best solution into the neighborhood, Eq. 12 is in-
troduced which also uses the weighted difference
of the current solution and global best solution,
gbest.

x
′

ij =

{

xij + φij(xkj − xij) + θij(gbestj − xij), Rj < MR

xij otherwise

(12)

where θij is a random real number within the
range [-1,1] drawn from uniform distribution.

3.7. ABCV9:ABC algorithm with

adaptive Scout behavior

In the basic ABC algorithm, the limit value to
abandon a food source is fixed for all solutions
during the population evolution. In this proposed
version, each food source is assigned a counter
value which is proportional to its fitness value if
the solution is feasible and disproportional to its
constraint violation amount if the solution is in-
feasible. This gives more search opportunity in
the locality of the high quality solutions. For this
purpose, the counter of each solution is divided
by the probability value defined by Eq. 6 (Eq.
13)

counteri =
counteri

pi
(13)

Vicinity of the better solutions have higher chance
to be explored compared to the others.

4. Experimental study and results

In this study, different variants of the ABC algo-
rithm are analyzed on constrained optimization
test problems. The details of the thirteen test
problems used are given at the end of the paper
and characteristics of the problems are given in
Table 1.

The common control parameters of the ABC algo-
rithm variants are the number food sources (CS)
that are exploited during search, the maximum
number of cycles (MCN) that the phases are
repeated for, modification rate (MR) that con-
trol the number of parameters to be perturbed,
limit that is the maximum number of exploita-
tions a solution allowed and scout production pe-
riod (SPP ) that the limit checking period and
neighborhood radius (NR) for the variants that
use a neighborhood topology. The values set for
these parameters are given in Table 2.

All implementations were developed using Delphi
7 programming language and run on a computer
with 64 bit 3.06 GHz Intel processor and 8 GB
of RAM. All algorithms were run 30 times with
different seed numbers and statistics of the re-
sults (the best, mean, worst and standard devi-
ation) of 30 runs are summarized in Tables 3-
11 for the versions ABCV1-ABCV9, respectively.
The results of the basic ABC algorithm proposed
for constrained optimization (ABCV1) are taken
from the study in ref. [10]. ABCV1 is taken as
the control algorithm to test the efficiency of the
variants. The best result statistic can be used to
test the efficiency while the mean and standard
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Table 1. Characteristics of the test problems used in the experiments. D:Dimension of the
problem, LI: Linear inequality, NI: Nonlinear inequality, LE: Number of linear equalities, NE:
Number of nonlinear equalities, rho: the ratio of feasible region over the search space [17].

D Type of Prob. ρ LI NI LE NE

g01 13 quadr. 0.0003% 9 0 0 0

g02 20 non-linear 99.9973% 1 1 0 0

g03 10 non-linear 0.0026% 0 0 0 1

g04 5 quadr. 27.0079% 0 6 0 0

g05 4 non-linear 0.0000% 2 0 0 3

g06 2 non-linear 0.0057% 0 2 0 0

g07 10 quadr. 0.0000% 3 5 0 0

g08 2 non-linear 0.8581% 0 2 0 0

g09 7 non-linear 0.5199% 0 4 0 0

g10 8 linear 0.0020% 3 3 0 0

g11 2 quadr. 0.0973% 0 0 0 1

g12 3 quadr. 4.7697% 0 93 0 0

g13 5 non-linear 0.0000% 0 0 1 2

Table 2. Values of the control parameters used in the experiments

CS MCN MR limit SPP NR
40 6000 0.8 CSxD CSxD 1

Table 3. The results of ABCV1 [10].

Problem Optimum Best Mean Worst StdDev
g01 -15.000 -15.000 -15.000 -15.000 0.000
g02 0.803619 0.803611 0.795430 0.770319 0.009466
g03 1.000 1.000 1.000 1.000 0.000
g04 -30665.539 -30665.539 -30665.539 -30665.539 0.000
g05 5126.498 5126.487 5182.868 5374.430 68.584
g06 -6961.814 -6961.814 -6961.814 -6961.813 0.0004
g07 24.306 24.324 24.447 24.835 0.113
g08 0.095825 0.095825 0.095825 0.095825 0.000
g09 680.63 680.631 680.636 680.641 0.0026
g10 7049.25 7058.823 7220.106 7493.943 122.589
g11 0.75 0.75 0.75 0.75 0.000
g12 1.000 1.000 1.000 1.000 0.000
g13 0.053950 0.760 0.968 1.000 0.055

deviation can be used as an indicator for the sta-
bility and robustness of the algorithm.

The results of ABCV2 in which each parameter
of a mutant solution is taken from a different
neighbor are given in Table 4. When the best re-
sults are investigated, an important improvement
is achieved on g13 function while the performance
on g10 gets worsened. When the mean and stan-
dard deviation results are analyzed, it is seen that
the stability of ABCV2 is worse than ABCV1.

ABCV2 uses a global neighborhood while ABCV3
chooses the neighbors in a local topology. It is
seen that the results in Table 5 are similar to
the results in Table 3. Because the genotypes

of the solutions in a local neighborhood resem-
ble each other in later cycles, choosing the pa-
rameters from different neighbors does not have
significant effect compared to choosing all the pa-
rameters from the same solution.

The results of ABCV4 in Table 6 suggest that
there is no significant improvement when the se-
lection strategy is changed in the onlooker bee
phase of ABC algorithm. That means when an
onlooker bee performs perturbation on the best
solution in a neighborhood instead of a solution
chosen using roulette wheel selection does not af-
fect the algorithm performance on constrained op-
timization. However, it can be said that it has
positive effect in the convergence rate of the algo-
rithm in the earlier cycles.
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Table 4. The results of ABCV2 variant

Problem Optimum Best Mean Worst StdDev
g01 -15.000 -15.000 -15.000 -15.000 0.000
g02 0.803619 0.803602 0.801538 0.792962 0.003351
g03 1.000 1.000 0.988920 0.941852 0.016025
g04 -30665.539 -30665.539 -30665.539 -30665.539 0.000
g05 5126.498 5125.225 5170.748 5363.876 56.745
g06 -6961.814 -6961.814 -6961.814 -6961.814 0.000
g07 24.306 24.404 24.578 24.971 0.149894
g08 0.095825 0.095825 0.095825 0.095825 0.000
g09 680.63 680.634 680.644 680.667 0.009027
g10 7049.25 7110.214 7325.496 7655.235 125.834
g11 0.75 0.75 0.750112 0.751575 0.000356
g12 1.000 1.000 1.000 1.000 0.000
g13 0.053950 0.071093 0.326423 0.476347 0.095829

Table 5. The results of ABCV3 variant

Problem Optimum Best Mean Worst StdDev
g01 -15.000 -15.000 -15.000 -15.000 0.000
g02 0.803619 0.803600 0.793502 0.774616 0.007767
g03 1.000 1.000 0.998776 0.934880 0.013489
g04 -30665.539 -30665.539 -30665.539 -30665.539 0.000
g05 5126.498 5126.491 5206.871 5522.573 98.799
g06 -6961.814 -6961.813 -6961.809 -6961.792 0.005644
g07 24.306 24.351 24.476 24.781 0.106532
g08 0.095825 0.095825 0.095825 0.095825 0.000
g09 680.63 680.633 680.640 680.649 0.003598
g10 7049.25 7061.397 7235.247 7440.239 117.820
g11 0.75 0.75 0.750001 0.750016 0.000002
g12 1.000 1.000 1.000 1.000 0.000
g13 0.053950 0.774675 0.975163 1.030087 0.050736

Table 6. The results of ABCV4 variant

Problem Optimum Best Mean Worst StdDev
g01 -15.000 -15.000 -15.000 -15.000 0.000
g02 0.803619 0.803573 0.789310 0.760181 0.012939
g03 1.000 1.000 0.985268 0.964150 0.009554
g04 -30665.539 -30665.539 -30665.539 -30665.539 0.000
g05 5126.498 5126.495 5198.656 6112.214 176.557
g06 -6961.814 -6961.796 -6961.482 -6960.889 0.223100
g07 24.306 24.328 24.497 24.989 0.122971
g08 0.095825 0.095825 0.095825 0.095825 0.000
g09 680.63 680.632 680.646 680.666 0.007796
g10 7049.25 7051.682 7249.228 7494.751 105.537
g11 0.75 0.75 0.750016 0.750193 0.000037
g12 1.000 1.000 1.000 1.000 0.000
g13 0.053950 0.654826 0.778555 0.873567 0.135475

In ABC variants, ABCV5, ABCV6 and ABCV7
the search operator of DE algorithm is integrated

into employed bee, onlooker bee and both phases
and the results are presented in Tables 7-9, re-
spectively. When the best solutions are investi-
gated, it can be seen that on twelve problems g1-
g12, these three variants reach the optimum. On
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Table 7. The results of ABCV5 variant

Problem Optimum Best Mean Worst StdDev
g01 -15.000 -15.000 -14.894270 -13.000 0.409793
g02 0.803619 0.803618 0.780956 0.744360 0.016786
g03 1.000 1.000 0.998049 0.968504 0.006637
g04 -30665.539 -30665.539 -30665.539 -30665.539 0.000
g05 5126.498 5126.484 5298.683 5889.126 224.498
g06 -6961.814 -6961.814 -6961.814 -6961.814 0.000
g07 24.306 24.306 24.321 24.435 0.028042
g08 0.095825 0.095825 0.095825 0.095825 0.000
g09 680.63 680.630 680.630 680.631 0.000454
g10 7049.25 7049.253 7091.954 7242.825 65.170
g11 0.75 0.75 0.75 0.75 0.000
g12 1.000 1.000 1.000 1.000 0.000
g13 0.053950 0.079478 0.484924 0.764011 0.134548

Table 8. The results of ABCV6 variant

Problem Optimum Best Mean Worst StdDev
g01 -15.000 -15.000 -14.866 -13.000 0.498887
g02 0.803619 0.803618 0.780261 0.712447 0.020249
g03 1.000 1.000 1.000 1.000 0.000
g04 -30665.539 -30665.539 -30665.539 -30665.539 0.000
g05 5126.498 5126.484 5327.777 5809.034 220.034
g06 -6961.814 -6961.814 -6961.814 -6961.814 0.000
g07 24.306 24.306 24.317 24.384 0.019548
g08 0.095825 0.095825 0.095825 0.095825 0.000
g09 680.63 680.630 680.630 680.632 0.000655
g10 7049.25 7049.255 7082.506 7250.971 51.227
g11 0.75 0.75 0.75 0.75 0.000
g12 1.000 1.000 1.000 1.000 0.000
g13 0.053950 0.096854 0.419242 0.911652 0.178598

Table 9. The results of ABCV7 variant

Problem Optimum Best Mean Worst StdDev
g01 -15.000 -15.000 -14.619 -11.281 1.021
g02 0.803619 0.803591 0.644725 0.471498 0.084904
g03 1.000 1.000 1.000 1.000 0.000
g04 -30665.539 -30665.539 -30665.539 -30665.539 0.000
g05 5126.498 5126.484 5339.028 5914.850 234.484
g06 -6961.814 -6961.814 -6961.814 -6961.814 0
g07 24.306 24.306 24.372 24.760 0.110926
g08 0.095825 0.095825 0.095825 0.095825 0.000
g09 680.63 680.630 680.632 680.642 0.003779
g10 7049.25 7049.251 7098.076 7469.046 107.195
g11 0.75 0.75 0.75 0.75 0.000
g12 1.000 1.000 1.000 1.000 0.000
g13 0.053950 0.058446 0.378819 0.752359 0.157990

g13 problem, only ABCV7, in which the operator
is used in both employed bee and onlooker bee
phases, reaches the optimum.

The results of ABCV8 in which the global best
solution is exploited are presented in Table 10. In
terms of the best results in the table, the results
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Table 10. The results of ABCV8 variant

Problem Optimum Best Mean Worst StdDev
g01 -15.000 -15.000 -15.000 -15.000 0.000
g02 0.803619 0.803610 0.788472 0.681864 0.022395
g03 1.000 1.000 1.000 1.000 0
g04 -30665.539 -30665.539 -30665.539 -30665.539 0.000
g05 5126.498 5126.834 5238.826 5463.804 95.606
g06 -6961.814 -6961.806 -6961.686 -6961.393 0.095273
g07 24.306 24.327 24.462 24.714 0.109640
g08 0.095825 0.095825 0.095825 0.095825 0.000
g09 680.63 680.631 680.636 680.641 0.002814
g10 7049.25 7049.997 7139.028 7426.031 71.411
g11 0.75 0.75 0.75 0.75 0.000
g12 1.000 1.000 1.000 1.000 0.000
g13 0.053950 0.494877 0.975300 1.000 0.091426

are similar to those of ABCV1 except for g13. In
addition, stability of ABCV8 is also close to the
basic version.

The results of the ABC algorithm with adaptive
scout behavior (ABCV9) are presented in Table
11. This modification does not provide any im-
provement or change in the performance of the
basic algorithm.

In addition to comparing the performance of the
variants with control algorithm ABCV1, an over-
all comparison is conducted in terms of the best
results in Table 12. If an algorithm is the best
among all the algorithms on a problem, it is signed
with + in the table and the last row indicates the
number of problems the algorithm is the best. In
terms of the best results, ABC variants (ABCV5,
ABCV6, ABCV7) that use DE operator in em-
ployed bee and onlooker bee phases seem to be
superior over the other versions.

In order to compare the algorithms, ANOVA sta-
tistical test is conducted to determine whether
there is variation within or among different vari-
ants of ABC algorithm. If ANOVA test responds
as there is significant difference, multiple com-
parisons are performed to find out which vari-
ants differ from the control algorithm, ABCV1.
α value to decide an algorithm is significantly dif-
ferent was 0.05. F and P values produced by
ANOVA are presented in Table 13. In Table
13, if the variant is significantly better than the
control algorithm based on ANOVA and multi-
ple comparisons, it is indicated by (+), else if it
is significantly worse than the control algorithm,
it is indicated by (−), otherwise it is reported as
none. Based on ANOVA test on g01, g04, g08,
g11 and g12, there is no significant difference be-
tween the variants. On g02, ABCV7 is signifi-
cantly worse than the control algorithm. On g03,

ABCV4 and ABCV9 are worse than ABCV1. On
g05 problem, ABCV5, ABCV6 and ABCV7 which
are proposed based on DE operators, are worse
than ABCV1. On g06, ABCV4 and ABCV8 per-
form worse compared to the control algorithm.
On g07, ABCV2, ABCV5, ABCV6, ABCV7 and
ABCV9 differ from the control algorithm ABCV1.
Among them, ABCV2 and ABCV9 are worse
than ABCV1 while ABCV5, ABCV6 and ABCV7
are better than ABCV1. Similarly, on g09,
ABCV5, ABCV6 and ABCV7 are better than
ABCV1 while ABCV2 and ABCV4 are worse
than ABCV1. On g10 problem ABCV1 shows
better performance compared to ABCV2 while
ABCV5, ABCV6 and ABCV7 produc better re-
sults compared to ABCV1. On g13 problem,
ABCV2, ABCV4, ABCV5, ABCV6 and ABCV7
variants are better than ABCV1.

Based on these observations, it can be noted that
ABCV5, ABCV6 and ABCV7 retain stability and
robustness of the basic ABC algorithm and have
shown the efficiency of the DE operator. It should
be noted that ABC framework and basic operator
has an important effect on the stability. The most
stable versions are ABCV6, ABCV2 and ABCV1,
respectively. Changing neighborhood topology of
the basic ABC operator or making the scouts
adaptive based on the fitness does not have signif-
icant effect on the performance of the algorithm.

In terms of computational cost, because ABCV2
changes the parameters based on the informa-
tion each one chosen from a different neighbor,
its computational cost is slightly higher than
ABCV1. In each operation of ABCV3, a dis-
tance matrix is calculated based on the distances
between all solution pairs and average distance
is computed from the matrix. Therefore compu-
tational cost of ABCV3 is higher than ABCV1
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Table 11. The results of ABCV9 variant

Problem Optimum Best Mean Worst StdDev
g01 -15.000 -15.000 -15.000 -15.000 0.000
g02 0.803619 0.803600 0.792384 0.762961 0.008211
g03 1.000 1.000 0.983335 0.854720 0.034182
g04 -30665.539 -30665.539 -30665.539 -30665.539 0.000
g05 5126.498 5126.485 5185.711 5563.902 86.864
g06 -6961.814 -6961.814 -6961.814 -6961.814 0.000
g07 24.306 24.337 24.517 24.986 0.164383
g08 0.095825 0.095825 0.095825 0.095825 0.000
g09 680.63 680.633 680.640 680.651 0.004974
g10 7049.25 7060.585 7247.809 7729.255 151.192
g11 0.75 0.75 0.75 0.75 0.000
g12 1.000 1.000 1.000 1.000 0.000
g13 0.053950 0.754425 0.952718 0.999837 0.064039

Table 12. An overall comparison of the algorithms in terms of the best results

Problem ABCv1 ABCv2 ABCv3 ABCv4 ABCv5 ABCv6 ABCv7 ABCv8 ABCv9
g01 + + + + + + + + +
g02 + +
g03 + + + + + + + + +
g04 + + + + + + + + +
g05 + + + + + + + +
g06 + + + + + + +
g07 + + +
g08 + + + + + + + + +
g09 + + +
g10 + + + +
g11 + + + + + + + + +
g12 + + + + + + + + +
g13 +
Total 8 8 8 7 12 12 12 7 8

Table 13. ANOVA Table and multiple comparisons to evaluate the results statistically. Con-
trol Algorithm is ABCV1 and α value is 0.05.

Problem F P Significantly different groups
g01 1.9602 0.0518 None
g02 178.262 3.9918e-10 ABCV7 (-)
g03 7.4307 6.4332e-009 ABCV4 (-), ABCV9(-)
g04 NaN NaN None
g05 8.501 2.8056e-010 ABCV5 (-), ABCV6 (-), ABCV7 (-)
g06 127.985 9.1198e-086 ABCV4 (-), ABCV8(-)
g07 23.987 1.7659e-027 ABCV2(-), ABCV5 (+), ABCV6 (+), ABCV7 (+), ABCV9 (+)
g08 NaN NaN None
g09 36.4943 1.6439e-038 ABCV2 (-), ABCV4 (-), ABCV5 (+), ABCV6 (+), ABCV7 (+)
g10 21.2219 9.8283e-02 ABCV2 (-), ABCV5 (+), ABCV6 (+), ABCV7 (+)
g11 1.9087 0.0590 None
g12 NaN NaN None
g13 201.1567 6.0648e-107 ABCV2 (+), ABCV4 (+), ABCV5 (+), ABCV6 (+), ABCV7 (+)

and ABCV2. In onlooker phase of ABCV4, in
order to produce a mutant solution, the best so-
lution in a neighborhood topology which is con-
structed based on distances of the solutions and

a radius is employed. Its computational cost is
close to ABCV3 but higher than ABCV1 and
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ABCV2. ABCV5, ABCV6 and ABCV7 do not
employ additional procedure compared to the ba-
sic algorithm but only replaces the new solution
production equation. Hence, their computational
cost is close to the basic algorithm. ABCV8 uses
the best solution information in its solution pro-
duction. Since the best solution information is
stored in a variable in all variants, it does not
introduce more computational cost. In ABCV9,
the counters of the solutions are divided by their
probability to leave better solutions in the popu-
lations for more iterations. It is achieved by only
one division operation, so it is computational cost
can be assumed to be the same with the ABCV1.

The ABC algorithm is a simple optimization algo-
rithm that can be used for constrained optimiza-
tion without requiring a priori knowledge. An-
other advantage of ABC algorithm is that it con-
siders both feasible solutions and infeasible solu-
tions in the population and this provides diversity
in the population. In this study, for all variants,
the selection strategy is kept as simple as pos-
sible and Deb’s rules are employed as constraint
handling method instead of the greedy selection
proposed for unconstrained optimization. How-
ever, the performance would change with a differ-
ent constraint handling method. Analyzing the
effect of selection strategies remains as a future
work.

5. Conclusion

In this study, ABC algorithm originally proposed
for unconstrained optimization has been analyzed
on constrained optimization. Different variants of
the algorithm have been proposed and compared
in terms of efficiency and stability. Depending
on the results when DE operators were integrated
into ABC algorithm’s onlooker phase and the em-
ployed bee phase was retained as in ABC algo-
rithm, an improvement in the performance was
gained in terms of the best solution and stability.
The food source population of ABC algorithm can
have both feasible solutions and infeasible solu-
tions, so this provides diversity in the population.
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Appendix

g01: Minimize f(~x) = 5
4
∑

i=1

xi − 5
4
∑

i=1

x2
i −

13
∑

i=5

xi

subject to

g1(~x) = 2x1 + 2x2 + x10 + x11 − 10 ≤ 0
g2(~x) = 2x1 + 2x3 + x10 + x12 − 10 ≤ 0
g3(~x) = 2x2 + 2x3 + x11 + x12 − 10 ≤ 0
g4(~x) = −8x1 + x10 ≤ 0
g5(~x) = −8x2 + x11 ≤ 0
g6(~x) = −8x3 + x12 ≤ 0
g7(~x) = −2x4 − x5 + x10 ≤ 0
g8(~x) = −2x6 − x7 + x11 ≤ 0
g9(~x) = −2x8 − x9 + x12 ≤ 0

where bounds are 0 ≤ xi ≤ 1 (i = 1, . . . , 9, 13) ,
0 ≤ xi ≤ 100 (i = 10, 11, 12). The global optimum is
at x∗ = (1, 1, 1, 1, 1, 1, 1, 1, 1, , 3, 3, 3, 1), f(x∗) = −15.

Constraints g1, g2, g3, g4, g5 and g6 are active.

g02: Maximize f(~x) =

∣

∣

∣

∣

∣

∣

∣

n
∑

i=1

cos4(xi)−2
n
∏

i=1

cos2(xi)

√

n
∑

i=1

ix2
i

∣

∣

∣

∣

∣

∣

∣

subject to

g1(~x) = 0.75−
n
∏

i=1

xi ≤ 0

g2(~x) =
n
∑

i=1

xi − 7.5n ≤ 0

where n=20 and 0 ≤ xi ≤ 10 (i = 1, . . . , n). The
known global maximum is at x∗

i = 1/
√
n (i =

1, . . . , n), f(x∗) = 0.803619. g1 is close to being active
(g1 = −10−8)

g03: Maximize f(~x) = (
√
n)n

n
∏

i=1

xi

subject to

h(~x) =
n
∑

i=1

x2
i − 1 = 0

where n=10 and 0 ≤ xi ≤ 1 (1 = 1, . . . , n). The

global maximum is at x∗

i = 1/
√

(n) (i = 1, . . . , n)
where f(x∗) = 1

g04: Minimize f(~x) = 5.3578547x2
3 + 0.8356891x1x5

+37.293239x1 − 40792.141

subject to

g1(~x) = 85.334407 + 0.0056858x2x5

+0.0006262x1x4 − 0.0022053x3x5

−92 ≤ 0
g2(~x) = −85.334407− 0.0056858x2x5

−0.0006262x1x4 + 0.0022053x3x5 ≤ 0
g3(~x) = 80.51249 + 0.0071317x2x5

+0.0029955x1x2 − 0.0021813x2
3

−110 ≤ 0
g4(~x) = −80.51249− 0.0071317x2x5

+0.0029955x1x2 − 0.0021813x2
3

+90 ≤ 0
g5(~x) = 9.300961− 0.0047026x3x5

−0.0012547x1x3 − 0.0019085x3x4

−25 ≤ 0
g6(~x) = −9.300961− 0.0047026x3x5

−0.0012547x1x3 − 0.0019085x3x4

+20 ≤ 0

where 78 ≤ x1 ≤ 102, 33 ≤ x2 ≤ 45, 27 ≤ xi ≤ 45
(i = 3, 4, 5). The optimum solution is
x∗ = (78, 33, 29.995256025682, 45, 36.775812905788),
where f(x∗) = −30665.539. Constraints g1 and g6 are
active.
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g05: Minimize f(~x) = 3x1 + 0.000001x3
1 + 2x2+

(

0.000002
3

)

x3
2

subject to

g1(~x) = −x4 + x3− 0.55 ≤ 0
g2(~x) = −x3 + x4− 0.55 ≤ 0
h1(~x) = 1000 sin(−x3 − 0.25)

+1000 sin(−x4 − 0.25) + 894.8
−x1 = 0

h2(~x) = 1000 sin(x3 − 0.25)
+1000 sin(x3 − x4 − 0.25) + 894.8
−x2 = 0

h3(~x) = 1000 sin(x4 − 0.25)
+1000 sin(x4 − x3 − 0.25)
+1294.8 = 0

where 0 ≤ x1 ≤ 1200, 0 ≤ x2 ≤ 1200,−0.55 ≤ x3 ≤
0.55, and −0.55 ≤ x4 ≤ 0.55. The best known solution
is x∗ = (679.9453, 1026.067, 0.1188764,−0.3962336),
where f(x∗) = 5126.4981.

g06: Minimize f(~x) = (x1 − 10)3 + (x2 − 20)3

subject to

g1(~x) = −(x1 − 5)2 − (x2 − 5)2 + 100 ≤ 0
g2(~x) = (x1 − 6)2 + (x2 − 5)2 − 82.81 ≤ 0

where 13 ≤ x1 ≤ 100 and 0 ≤ x2 ≤ 100. The
optimum solution is x∗ = (14.095, 0.84296) where
f(x∗) = −6961.81388. Both constraints are active.

g07: Minimize f(~x) = x2
1 + x2

2 + x1x2 − 14x1

−16x2 + (x3 − 10)2 + 4(x4 − 5)2

+(x5 − 3)2 + 2(x6 − 1)2 + 5x2
7

+7(x8 − 11)2 + 2(x9 − 10)2

+(x10 − 7)2 + 45

subject to

g1(~x) = −105 + 4x1 + 5x2− 3x7 + 9x8 ≤ 0
g2(~x) = 10x1 − 8x2 − 17x7 + 2x8 ≤ 0
g3(~x) = −8x1 + 2x2 + 5x9 − 2x10 − 12 ≤ 0
g4(~x) = 3(x1 − 2)2 + 4(x2 − 3)2 + 2x2

3 − 7x4
−120 ≤ 0

g5(~x) = 5x2
1 + 8x2 + (x3 − 6)2 − 2x4 − 40 ≤ 0

g6(~x) = x2
1 + 2(x2 − 2)2 − 2x1x2 + 14x5

−6x6 ≤ 0
g7(~x) = 0.5(x1− 8)2 + 2(x2− 4)2 + 3x2

5 − x6
−30 ≤ 0

g8(~x) = −3x1 + 6x2 + 12(x9 − 8)2 − 7x10 ≤ 0

where −10 ≤ xi ≤ 10 (i = 1, . . . , 10). The global
optimum is
x∗ = (2.171996, 2.363683, 8.773926, 5.095984, 0.9906548,
1.430574, 1.321644, 9.828726, 8.280092, 8.375927),
where f(x∗) = 24.3062091. Constraints
g1, g2, g3, g4, g5 and g6 are active.

g08: Maximize f(~x) = sin3(2πx1) sin(2πx2)
x3
1(x1+x2)

subject to

g1(~x) = x2
1 − x2 + 1 ≤ 0

g2(~x) = 1− x1 + (x2 − 4)2 ≤ 0

where 0 ≤ xi ≤ 10 (i = 1, 2). The optimum solu-
tion is located at x∗ = (1.2279713, 4.2453733),
where f(x∗) = 0.0095825.

g09: Minimize f(~x) = (x1 − 10)2 + 5(x2 − 12)2

+x4
3 + 3(x4 − 11)2 + 10x6

5

+7x2
6 + x4

7 − 4x6x7 − 10x6 − 8x7

subject to

g1(~x) = −127 + 2x2
1 + 3x4

2 + x3 + 4x2
4

+5x5 ≤ 0
g2(~x) = −282 + 7x2 + 3x2 + 10x2

3 + x4

−x5 ≤ 0
g3(~x) = −196 + 23x1 + x2

2 + 6x2
6 − 8x7 ≤ 0

g4(~x) = 4x2
1 + x2

2 − 3x1x2 + 2x2
3 + 5x6 − 11x7 ≤ 0

where −10 ≤ xi ≤ 10, (i = 1, . . . , 7).
The global optimum is
x∗ = (2.330499, 1.951372,−0.4775414,
4.365726,−0.6244870, 1.038131, 1.594227),
where f(x∗) = 680.6300573. g1 and g4 constraints are
active.

g10: Minimize f(~x) = x1 + x2 + x3

subject to

g1(~x) = −1 + 0.0025(x4 + x6) ≤ 0
g2(~x) = −1 + 0.0025(x5 + x7 − x4) ≤ 0
g3(~x) = −1 + 0.01(x8 − x5) ≤ 0
g4(~x) = −x1x6 + 833.33252x4 + 100x1

−83.333333 ≤ 0
g5(~x) = −x2x7 + 1250x5 + x2x4

−1250x4 ≤ 0
g6(~x) = −x3x8 + 1250000 + x3x5 − 2500x5 ≤ 0

where 100 ≤ x1 ≤ 10000, 1000 ≤ xi ≤ 10000,(i =
2, 3), 10 ≤ xi ≤ 1000,(i = 4, . . . , 8). The global opti-
mum is
x∗ = (579.19, 1360.13, 5109.92, 182.0174, 295.5985, 217.9799,
286.40, 395.5979), where f(x∗) = 7049.25. g1, g2 and
g3 are active.

g11: Minimize f(~x) = x2
1 + (x2 − 1)2

subject to

h(~x) = x2 − x2
1 = 0

where −1 ≤ x1 ≤ 1, −1 ≤ x2 ≤ 1. The optimum
solution is x∗ = (±1/

√

(2), 1/2), where f(x∗) = 0.75.
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g12: Maximize f(~x) = 100−(x1−5)2−(x2−5)2−(x3−5)2

100

subject to

g1(~x) = (xi − p)2 + (x2 − q)2 + (x3 − r)2

−0.0625 ≤ 0

where 0 ≤ xi ≤ 10, (i = 1, 2, 3) and p, r, q=1, . . . , 9.
The global optimum is located at x∗ = (5, 5, 5), where
f(x∗) = 1.

g13: Minimize f(~x) = ex1x2x3x4x5

subject to

h1(~x) = x2
1 + x2

2 + x2
3 + x2

4 + x2
5 = 0

h2(~x) = x2x3 − 5x4x5 = 0
h3(~x) = x3

1 + x3
2 + 1 = 0

where −2.3 ≤ xi ≤ 2.3 (i = 1, 2), −3.2 ≤ xi ≤
3.2,(i = 3, 4, 5). The global optimum is
x∗ = (−1.717143, 1.5957091,−0.736413,−0.763645),
where f(x∗) = 0.0539498.
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Numerical calculation of the fractional integrals and derivatives is the code to
search fractional calculus and solve fractional differential equations. The exact
solutions to fractional differential equations are compelling to get in real ap-
plications, due to the nonlocality and complexity of the fractional differential
operators, especially for variable-order fractional differential equations. There-
fore, it is significant to enhance numerical methods for fractional differential
equations. In this work, we consider variable-order fractional differential equa-
tions by reproducing kernel method. There has been much attention in the
use of reproducing kernels for the solutions to many problems in the recent
years. We give an example to demonstrate how efficiently our theory can be
implemented in practice.
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1. Introduction

Fractional differential equations have been stud-
ied by many investigators in recent years. The
notion of a variable order operator is a much more
recent improvement. Different authors have pre-
sented different definitions of variable order differ-
ential operators. The kernel of the variable order
operators is too complex for having a variable-
exponent. Therefore, to get the numerical solu-
tions of variable order fractional differential equa-
tions is quite compelling. There are few stud-
ies of variable order fractional differential equa-
tions. Coimbra [1] applied a consistent approxi-
mation with first-order accurate for the solution
of variable order differential equations. Lin et
al. [2] worked the stability and the convergence of
an explicit finite-difference approximation for the
variable-order fractional diffusion equation with a
nonlinear source term. Zhuang et al. [3] acquired
explicit and implicit Euler approximations for the
fractional advection-diffusion nonlinear equation
of variable-order. For more details see [4–6]. No

one had tried to find the numerical solutions of
the variable order fractional differential equations
by the reproducing kernel method (RKM).

The aim of our work is to investigate the efficiency
of RKM to solve variable-order fractional differ-
ential equations. Let us consider

CD
α(ν)
0,ν u(ν) = f(ν), 0 ≤ ν ≤ T, (1)

and subjected to the initial condition

u(0) = 0, (2)

where CD
α(ν)
0,ν is variable order fractional deriv-

ative of Caputo sense, f(ν) is the known con-
tinuous function, u(ν) is the unknown function,
0 < αmin ≤ α(ν) ≤ αmax < 1.

The theory of reproducing kernels was used for
the first time at the beginning of the 20th century
by Zaremba [7]. Reproducing kernel theory has
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considerable implementations in numerical analy-
sis, differential equations, probability and statis-
tics [8–11]. Some authors discussed fractional dif-
ferential equations, nonlinear oscillators with dis-
continuity, singular nonlinear two-point periodic
boundary value problems, integral equations and
nonlinear partial differential equations [7, 12–21].

This paper is arranged as follows. Some defini-
tions and properties of the variable order frac-
tional integrals and derivatives are presented in
Section 2. Section 3 shows some useful repro-
ducing kernel functions. The representation in
W 2

2 [0, 1] and a related linear operator are given in
Section 4. Section 5 gives the main results. Nu-
merical experiments are demonstrated in Section
6. Some conclusions are given in the last section.

2. Some useful definitions

(i) Riemann-Liouville fractional integral of
the first kind with order α(ν) is given
as [22]:

I
α(ν)
a+

u(ν) =
1

Γ(α(ν))

∫ ν

a+
(ν − T )α(ν)−1u(T )dT,

x > 0 [Re(α(ν)) > 0].

(ii) Riemann-Liouville fractional derivative of
the first kind with order α(ν) is presented
by [22]:

D
α(ν)
a+ u(ν) =

dm

Γ(m− α(ν))dνm

∫ ν

a+

u(τ)

(ν − τ)α(ν)−m+1
dτ,

but D
α(ν)
a+ I

α(ν)
a+ u 6= u, (m− 1 ≤ α(ν) < m).

(iii) Caputo’s fractional derivative with order α(ν)
is introduced with [22]:

Dα(ν)u(ν) =
1

Γ(1− α(ν))

∫ ν

0+
(ν − τ)−α(ν)u′(τ)dτ

+
(u(0+)− u(0−))ν−α(ν)

Γ(1− α(ν))
,

where 0 < α(ν) ≤ 1. If the starting time is in
a perfect situation, we obtain the definition as
follows [22]:

Dα(ν)u(ν) =
1

Γ(1− α(ν))

∫ ν

0+
(ν − τ)−α(ν)u′(τ)dτ,

(0 < α(ν) < 1),

with the definition above, we obtain the fol-
lowing formula (0 < α(ν) ≤ 1):

D
α(ν)
∗ xβ =





0, β = 0,

Γ(β+1)
Γ(β+1−α(ν))x

β−α(ν), β = 1, 2, 3, . . . .

(3)

3. Reproducing kernel functions

Definition 1. We define the space G1
2[0, 1] by

G1
2[0, 1] = {u ∈ AC[0, 1] : u′ ∈ L2[0, 1]},

where AC denotes the space of absolutely contin-
uous functions. The inner product and the norm
in G1

2[0, 1] are defined by

〈u, h〉G1
2
= u(0)h(0)+

∫ 1

0

u′(ν)h′(ν)dν, u, h ∈ G1
2[0, 1]

and

‖u‖G1
2
=

√
〈u, u〉G1

2
, u ∈ G1

2[0, 1].

Lemma 1 (See [23, page 17]). The space G1
2[0, 1]

is a reproducing kernel space, and its reproducing
kernel function Qy is given by

Qy(ν) =

{
1 + ν, 0 ≤ ν ≤ y ≤ 1,

1 + y, 0 ≤ y < ν ≤ 1.

Definition 2. We describe the space W 2
2 [0, 1] by

W 2
2 [0, 1] = {u ∈ AC[0, 1] : u′ ∈ AC[0, 1],

u′′ ∈ L2[0, 1], u(0) = 0}.

The inner product and the norm in W 2
2 [0, 1]

are defined by

〈u, h〉W 2
2

=
1∑

i=0

u(i)(0)h(i)(0) +

∫ 1

0
u′′(ν)h′′(ν)dν,

u, h ∈W 2
2 [0, 1]

and

‖u‖W 2
2
=

√
〈u, u〉W 2

2
, u ∈W 2

2 [0, 1].

Lemma 2 (See [23, page 148]). The space
W 2

2 [0, 1] is a reproducing kernel space, and its re-
producing kernel function Ry is given by
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Ry(ν) =





νy + 1
2ν

2y − 1
6ν

3, 0 ≤ ν ≤ y ≤ 1,

yν + 1
2y

2ν − 1
6y

3, 0 ≤ ν < y ≤ 1.

4. Solution representation in W 2
2 [0, 1]

In this section, the solution of (1)–(2) is presented
in the W 2

2 [0, 1]. On defining the linear operator
L :W 2

2 [0, 1] → G1
2[0, 1] by

Lu =C D
α(ν)
0,ν u(ν), 0 ≤ ν ≤ T, u ∈W 2

2 [0, 1],

(4)

model problem (1)–(2) changes to the problem





Lu = f(ν), ν ∈ [0, T ],

u(0) = 0.

(5)

Theorem 1. The linear operator L is a bounded
linear operator.

Proof. We need to show ‖Lu‖2G1
2
≤ M ‖u‖2W 2

2
,

where M > 0 is a positive constant. We get

‖Lu‖2G1
2
= 〈Lu,Lu〉G1

2
= [Lu(0)]2+

∫ 1

0

[
Lu′(ν)

]2
dν.

We obtain

u(ν) = 〈u(·), Rν(·)〉W 2
2
,

and

Lu(ν) = 〈u(·), LRν(·)〉W 2
2
,

by reproducing property. Therefore, we get

|Lu(ν)| ≤ ‖u‖W 2
2
‖LRν‖W 2

2
=M1 ‖u‖W 2

2
,

where M1 > 0. Therefore, we get

[(Lu) (0)]2 ≤M2
1 ‖u‖

2
W 2

2
.

Since

(Lu)′(ν) =
〈
u(·), (LRν)

′(·)
〉
W 2

2

,

then

∣∣(Lu)′(ν)
∣∣ ≤ ‖u‖W 2

2

∥∥(LRν)
′
∥∥
W 2

2

=M2 ‖u‖W 2
2
,

where M2 > 0. Therefore, we obtain

[
(Lu)′(x)

]2
≤M2

2 ‖u‖
2
W 2

2
,

and

∫ 1

0

[
(Lu)′(ν)

]2
dν ≤M2

2 ‖u‖
2
W 2

2
.

Thus, we get

‖Lu‖2G1
2

≤ [(Lu) (0)]2 +

∫ 1

0

([
(Lu)′(ν)

]2)
dν

≤
(
M2

1 +M2
2

)
‖u‖2W 2

2
=M ‖u‖2W 2

2
,

where M = M2
1 + M2

2 > 0 is a positive con-
stant. �

5. The main results

Put ϕi(ν) = Qνi(ν) and ψi(ν) = L∗ϕi(ν), where
L∗ is conjugate operator of L. The orthonormal

system
{
Ψ̂i(ν)

}
∞

i=1
of W 2

2 [0, 1] can be obtained

from Gram-Schmidt orthogonalization process of
{ψi(ν)}

∞

i=1,

ψ̂i(ν) =
i∑

k=1

βikψk(ν), (βii > 0, i = 1, 2, . . .).

(6)

Theorem 2. Let {νi}
∞

i=1 be dense in [0, 1] and
ψi(ν) = LyRν(y)|y=νi

. Then the sequence

{ψi(ν)}
∞

i=1 is a complete system in W 2
2 [0, 1].

Proof. We obtain

ψi(ν) = (L∗ϕi)(ν) = 〈(L∗ϕi)(y), Rν(y)〉

= 〈(ϕi)(y), LyRν(y)〉 = LyRν(y)|y=νi
.

Let 〈u(ν), ψi(ν)〉 = 0, (i = 1, 2, . . .), which means
that,

〈u(ν), (L∗ϕi)(ν)〉 = 〈Lu(·), ϕi(·)〉 = (Lu)(νi) = 0.
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{νi}
∞

i=1 is dense in [0, 1]. Therefore, (Lu)(ν) = 0.
u ≡ 0 by L−1. �

Theorem 3. If u(ν) is the exact solution of (1),
then we obtain

u(ν) =
∞∑

i=1

i∑

k=1

βikf(νk)ψ̂i(ν). (7)

where {νi}
∞

i=1 is dense in [0, 1].

Proof. We obtain

u(ν) =
∞∑

i=1

〈
u(ν), ψ̂i(ν)

〉
W 2

2

ψ̂i(ν)

=
∞∑

i=1

i∑

k=1

βik 〈u(ν), ψk(ν)〉W 2
2
ψ̂i(ν)

=
∞∑

i=1

i∑

k=1

βik 〈u(ν), L
∗ϕk(ν)〉W 2

2
ψ̂i(ν)

=
∞∑

i=1

i∑

k=1

βik 〈Lu(ν), ϕk(ν)〉G1
2
ψ̂i(ν)

=

∞∑

i=1

i∑

k=1

βik 〈f(ν), Qνk〉G1
2

ψ̂i(ν)

=
∞∑

i=1

i∑

k=1

βikf(νk)ψ̂i(ν).

by (6) and uniqueness of solution of (1). This
completes the proof. �

The approximate solution un(ν) can be acquired
as:

un(ν) =
n∑

i=1

i∑

k=1

βikf(νk)Ψ̂i(ν). (8)

6. Numerical results

To prove the efficiency and the practicability of
the RKM, we give an example and find its solu-
tion.

Example 1. Let us consider Eq. (1) at T = 1
with

f(ν) =
3ν1−α(ν)

Γ(2− α(ν))
+

2ν2−α(ν)

Γ(3− α(ν))
(9)

for variable order 0 < α(ν) < 1, one can obtain
the exact solution as u(ν) = 3ν + ν2. Numerical
results are shown in the Table 1.

Table 1. The comparisons between
the RKM and the method given
in [24] at T = 1 with CPU
time(s)=9.469.

α(ν) ν [24] RKM

ν/2 1/4 5.9851e− 003 7.36735e− 005

ν/2 1/8 1.4262e− 003 3.35160e− 006

ν/2 1/16 3.4719e− 004 5.83687e− 005

ν/2 1/32 8.5572e− 005 1.44027e− 004

ν/2 1/64 2.1234e− 005 6.39753e− 004

sin(ν) 1/4 2.4701e− 002 3.34572e− 004

sin(ν) 1/8 5.6021e− 003 1.54293e− 005

sin(ν) 1/16 1.3335e− 003 9.04701e− 005

sin(ν) 1/32 3.2530e− 004 1.70832e− 004

sin(ν) 1/64 8.0317e− 005 6.50846e− 004

7. Conclusion

We used the reproducing kernel method to solve
a class of the variable order fractional differential
equation in this work. We defined the method and
used it in the test example in order to prove its
applicability and validity in comparison with ex-
act and other numerical solutions. The obtained
results are uniformly convergent and the operator
that was used is a bounded linear operator.
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method for solving KdV equation based on reproduc-
ing kernel Hilbert space method. Abstr. Appl. Anal.,
pages Art. ID 578942, 11, 2013.

[21] Inc, M. , Akgül, A. , and Kılıçman, A. . Numerical so-
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 It is a known fact that basic health care services cannot reach the majority of the 

population due to poor geographical accessibility. Unless quantitative location-

allocation models and geographic information systems (GIS) are used, the final 

decision may be made on pragmatic considerations which can result far from 

optimal. In this paper, current and possible (or potential) new locations of 

pharmacy warehouses in Gaziantep are investigated to provide optimal 

distribution of hospitals and pharmacies. To do so, first of all, geographic 

information of 10 current and 10 potential pharmacy warehouses, 231 

pharmacies and 29 hospitals are gathered using GIS. Second, a set covering 

mathematical model is handled to determine coverage capability of current and 

potential pharmacy warehouses and minimize the number of warehouses to be 

opened. Finally, P-center and P-median mathematical models are applied to open 

potential warehouses and to assign pharmacies & hospitals to the opened 

warehouses so that the total distance and the demand’s longest distance to the 

source are minimized. Developed integer programming (IP) models and GIS 

software are compared with on a case study. Computational experiments prove 

that our approach can find new potential pharmacy warehouses which cover 

wider areas than current warehouses to service pharmacies and hospitals in the 

city.  
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1. Introduction 

In health care services context, pharmacies are the 

medicine markets that we try to reach quickly in case 

of any illness. Pharmacists are part of the healthcare 

team and provide advice to patients, case 

management, and benefits management. Thus, 

pharmacists have an important role in helping prevent 

medication errors and in identifying drug interactions 

and pharmaceutical care is an important aspect of the 

spectrum of healthcare.  

Continuous expansions of the city, development of 

multi-center urban structure and changes in population 

density have affected the spatial distribution of needs 

and demand for pharmacies. The aforementioned 

challenges make utilization of effective health care 

services more difficult. Besides rural regions, urban 

areas may also be unable to get transportation to the 

nearest pharmacy due to mentioned obstacles. While 

the growth of Internet and mail-order pharmacies 

might suggest that geographical limits to access are no 

longer a concern, many rural and urban residents do 

not have the equipment, technical skills, and/or 

telecommunications accessibility that these services 

require [1].  

Especially in developing countries, pharmacies play 

an important role, in providing information and advice 

on health to low-income people. However, unbalanced 

distribution of pharmacies with respect to population 

and resources (such as warehouses and hospitals) 

would severely limit the accessibility of pharmacy 

services. 

Thus, one of the principal reasons for the success of a 

pharmacy is suitable location and number of existing 

pharmacies. Despite this, locations and selection of 

http://www.ams.org/msc/msc2010.html
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new pharmacies are too often selected in an 

unscientific manner. Sometimes pharmacies suffer 

because they are just outside the flow of traffic [2]. 

Unless quantitative location-allocation models are 

used, the final decision may be given on pragmatic 

considerations which can result far from optimal. 

Pharmacy distribution depends greatly on 

geographical location; approximately 35.45% of 

community pharmacies are found in Istanbul 

(19.90%), Ankara (8.32%) and Izmir (7.23%), where 

30.60% of the population lives. Table 1 indicates top 

10 cities in terms of population with number of 

pharmacies, number of people per pharmacy and 

number of required pharmacies. The regulation about 

controlling of number of pharmacies was published in 

the Turkish official gazette on May 17, 2012. 

According to published directive, number of 

pharmacies is determined per 3500 people. As it can 

be seen from Table 1, there are 4840 pharmacies 

which serve all people in İstanbul while 4188 

pharmacies are enough. So, 652 pharmacies in 

İstanbul are surplus. As opposite, 75 pharmacies are 

deficit in Gaziantep which is the 8th most crowded city 

in Turkey. Totally 1821 pharmacies are unnecessary 

in Turkey [3]. The most important indicator in Table 1 

is that, although there are redundant pharmacies in 

Turkey, optimal location and allocation of existing 

pharmacies is lacking.  

Table 1. Top 10 cities with pharmacies in Turkey [4]. 

Cities 
No. 

Pharmacies 
Population 

No. 

People 

per 

Pharmacy 

No. 

Required 

Pharmacies   

Gap 

İstanbul 4840 14657434 3029 4188 652 

Ankara 2023 5270575 2606 1506 517 

İzmir 1759 4168415 2370 1191 568 

Bursa 828 2842547 3434 813 15 

Antalya 1013 2288456 2260 654 359 

Adana 653 2183167 3344 624 29 

Konya 711 2130544 2997 609 102 

Gaziantep 477 1931836 4050 552 -75 

Şanlıurfa 370 1892320 5115 541 -171 

Kocaeli 431 1780055 4131 509 -78 

Turkey 24319 78741053 3238 22498 1821 

 

Many factors as proximity to hospitals, proximity to 

pharmacy warehouses and coverage level are effective 

in spatial distribution of pharmacies in settlement 

areas. This distribution is noteworthy in urban places 

especially in metropolitan areas. Thus spatial 

distribution of pharmacies affects their accessibility 

and provided services which must be socially 

available. To give satisfactory decisions for location 

and allocation of pharmacies, mathematical models 

and GISs are the most common tools in literature and 

practice [5].  

Considering this situation, in this paper; current and 

possible new locations of pharmacy warehouses in 

Gaziantep are investigated to provide optimal 

distribution of hospitals and pharmacies. To do so, a 

two-step approach is followed. First, geographic 

information of 10 current and 10 potential pharmacy 

warehouses, 231 pharmacies and 29 hospitals are 

gathered using GIS. Secondly, set covering, P-center 

and P-median models are applied to setup potential 

warehouses then assign pharmacies and hospitals to 

the opened warehouses so that the total transportation 

distance can be minimized. Then this approach is 

applied to an illustrative case study in Gaziantep. 

The remainder of the paper is organized as follows. 

Next section, we provide an overview and a summary 

of the existing literature of mathematical location-

allocation models and GIS on healthcare services. 

Section 3, describes and gives details about proposed 

location-allocation models. Section 4 contains both 

computational experiments and a case study, and 

finally Section 5 presents our conclusion. 

2. Literature review 

This section presents a brief review on the location-

allocation models for healthcare service problems, 

followed by the same steps for GIS applications. 

2.1. Location-allocation models on healthcare 

services 

Location-allocation models try to determine the 

optimal location for facilities and assign customers to 

these facilities in order to meet their demands. There 

are many studies in the literature related to facility 

location problems, which attracts the researchers for 

more than 50 years. In this context, the studies of 

Daskin [6], Owen and Daskin [7], Narula [8], Arabani 

and Farahani [9] can be examined. The location-

allocation problems can be classified generally as 

public location problems (e.g., school, clinics, 

hospital, ambulance etc.) and private location 

problems (e.g., retail store, industrial facilities etc.). 

While cost minimization is important in private 

location problems, it is more important to ensure the 

accessibility of the facility in public location problems 

[10]. 

The application of location-allocation models in 

healthcare services are explained in Rahman and 

Smith [11], Daskin and Dean [12], Rais and Viana 

[13] and Afshari and Peng [14]. In Rahman and Smith 

[11], the location-allocation models for healthcare 

service are gathered in 2 categories such as single 

level models and hierarchical models. The single level 

models are used for determining the most suitable 

places for health care system facilities. P-median, P-

center, set covering and maximal covering models are 

evaluated in this perspective. Hierarchical models are 

problems in which the upper level and lower level 

facilities are considered together [15]. Mestre et al. 

[16], Farahani et al. [17] and Teixeira and Antunes 

[18] can be examined as examples of hierarchical 

models in healthcare services. 

A summary of the literature related to the single-level 

facility location-allocation models are given in Table 

2. Also, Harper et al. [28], Abdelaziz and Masmoudi 

[29] and Mestre et al. [30], suggested stochastic 

models for planning healthcare facilities. Lovejoy and 

Li [31], Stummer et al. [32] have proposed multi 
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objective approaches in the literature. 

 

Table 2. A summary of the literature. 

Source Solution Method Application Area 

Berghmans et 

al. [19] 

P-center and set covering 

models 

Determining the number of 

new healthcare facility in 

Saudi Arabia 

Tavakoli and 

Lightner [20] 
Set covering model 

Locating/allocating 

emergency vehicles in 

Fayetteville, NC 

Jia et al. [21] Maximal covering model 

Determining the facility 

locations of medical 

supplies 

Jia et al. [22] 
P-median, P-center and 

covering models 

Optimizing the locations of 

facilities for medical 

supplies in Los Angeles 

Shariff et al. 

[23] 

Capacitated maximal 

covering model 

New healthcare facility 

location in Malaysia 

Valipour et 

al. [24] 

Maximal covering model 

and particle swarm 

optimization 

Determining new 

healthcare facility locations 

Jia et al. [25] Modified P-median model 

Determining three location 

for healthcare facility in 

China 

Kunkel et al. 

[26] 

P-median and capacitated 

facility location models 

Distribution of health 

resources in Malawi 

Guerriero et 

al. [27] 

P-median, P-center, set 

covering models and 

mathematical formulation 

for network reorganization 

problem 

Public hospital network 

reorganization in Italy 

2.2. GIS applications on healthcare services 

GIS is a computer based system that collects, stores, 

analyzes and displays spatial data according to their 

locations [33]. The most powerful aspect of GIS is 

performing spatial analyses for getting information in 

many fields. Network analysis has been used 

extensively to examine relationships between 

organizations. This type of analysis can be used to 

find the shortest routes or to find the service areas of 

facilities. GIS has become an important tool in 

healthcare activities such as database management, 

planning, emergency situations, service area problems 

etc.[34,35].  It is also used as a decision making 

system that helps the managers in better planning, 

utilization of available health resources and improving 

health care delivery [35, 36]. 

Lovett et al [37] examined accessibility to surgeries by 

GIS. High-risk emergency maps are generated by 

Grekousis and Photis [38]. They analyzed health 

emergency data and revealing relationships in GIS, in 

order to show where strokes are likely to occur. 

Geographic distribution is used to compare GP clinics 

and musculoskeletal health care clinics in Sanders et 

al. [39]. Travel distance between women with breast 

cancer and the nearest mammography facility is 

analyzed by Huang et al. [40]. Pearce et al. [41] 

applied GIS to calculate travel time for geographical 

access to health facilities. Network analysis is used to 

select rotary air transport or ground transport of a burn 

care facility by Klein et al. [42], McLafferty [36] 

provide timely emergency responses for ambulance 

services. 

As it seen from the reviewed studies in above, 

application of mathematical modeling and GIS 

approaches to location and allocation problems in 

healthcare is still lacking. To the best of our 

knowledge, the proposed study which applies three 

different location and allocation models and GIS to 

pharmacy warehouses location and allocation problem 

is the first as a case study. The contributions of this 

paper are twofold and are stated as follows: (i) To 

apply well-known three location-allocation models to 

pharmacy warehouses distribution problem, and (ii) 

To compare IP models and GIS software. In practical 

side, potential pharmacies offered by the proposed 

model provide better service quality than the current 

pharmacies. 

3. Location-allocation models 

Pharmacy logistics is an important issue in healthcare 

services. Thus, determining the locations of 

pharmacies and pharmacy warehouses are strategic 

decisions. In this section, the location-allocation 

models -which are used in this study to ensure the 

optimal distribution of the pharmacy warehouses to 

hospitals and pharmacies-, are described. 

3.1. Set covering problem 

G (N, A) is a fully connected network and N is the set 

of nodes while A is set of edges between these nodes. 

N consists of nodes, I consists of customers and K 

consists of potential warehouses. There are distances 

identified as dik between all node pairs within the 

network. The set covering problem is identified as a 

facility location selection problem in a way to reach 

every cluster at least once in a predetermined time on 

this network. Farahani et al. [43], Caprara et al. [44] 

and Li et al. [45] can be examined as set covering 

problem examples. The formulation of the set 

covering problem is as follows [46]: 

Decision variables: 

yk = 1, if potential warehouse k is opened (∀k
∈ K); 0 otherwise 

Objective function: 

Min Z = ∑ ykk∈K                                             (1) 

s. t.  
∑ aikyk ≥ 1k∈K    ∀i ∈ I                              (2) 

yk ∈ {0, 1}   ∀k ∈ K                            (3) 

The objective function (1) is to minimize the number 

of facilities to be opened. Constraint (2) is to provide 

service from at least one opened warehouse to all 

pharmacies and hospitals within the predetermined 

time. Constraint (3) is the integrality constraint of the 

decision variable. Here, 𝑎𝑖𝑘 is 1, if can be reached 

from k to i in a predetermined time; 0 otherwise. 

3.2. P-median problem 

On the network which is defined in sub-section 3.1, 

positive demand identified as wi and transportation 

costs per unit between all customers identified as cik 

are taken into consideration. The P-median problem 
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tries to determine P amount candidate facility that is 

to open and which customers will be assigned to each 

facility. The P-median problem was examined in 

literature for the first time by Hakimi [47]. Kariv and 

Hakimi [48] proved that the problem is a 

combinatorial NP-Hard problem. The formulation of 

the P-median problem is as follows [18]: 

Decision variables: 

yk = 1, if potential warehouse k is opened (∀k
∈ K); 0 otherwise 

xik = 1, if customer i is assigned to potential  
warehouse k (∀i ∈ I, ∀k ∈ K); 0 otherwise 
Objective function: 

Min Z = ∑ ∑ wicikxikk∈Ki∈I                               (4) 

s. t.  
∑ xikk∈K = 1   ∀i ∈ I                              (5) 

xik ≤ yk   ∀i ∈ I, ∀k ∈ K                 (6) 

∑ ykk∈K = P                 (7) 

yk, xik ∈ {0, 1}  ∀i ∈ I, ∀k ∈ K               (8) 

The objective function (4) is to minimize total costs. 

Constraint (5) provides the assignment of each 

customer to a warehouse, while Constraint (6) 

provides the assignment of customers to the opened 

warehouses Constraint (7) determines the number of 

warehouses which should be opened. Constraint (8) is 

the integrality constraint of the decision variables. 

3.3. P-center problem 

The P-center problem tries to determine P amount 

candidate facility that is to open and which customers 

will be assigned to each facility while minimizing the 

customer’s longest distance to the facility. The 

formulation of the P-center problem is as follows [6]: 

Decision variables: 

yk = 1, if potential warehouse k is opened (∀k
∈ K); 0 otherwise 

xik = 1, if customer i is assigned to potential  
warehouse k (∀i ∈ I, ∀k ∈ K); 0 otherwise 

Objective function: 

Min Z = Max(dikxik)                  (9) 

s. t.  
Constraints (5) to (8) 

For the linearization of the model the MaxL decision 

variable is added. The objective function is written as 

Z = MaxL and MaxL ≥ dikxik and MaxL ≥ 0 

constraints are added to the model. 

4. Computational experiments 

In this section, the current and potential locations of 

pharmacy warehouses in the province of Gaziantep are 

examined and the results are discussed using 

mathematical models described in the previous 

section. Finally, GIS software results and proposed 

mathematical model’s results are compared. 

4.1. Case study 

This section presents the results of implementing the 

proposed technique on a city-wide area. Gaziantep is 

the 8th most crowded city of Turkey. The city has a 

mean elevation of 706 meters, and in 2015, its 

population was 1,931,836 with a total acreage of 

7,642km2. The city is an important commercial and 

industrial center for Turkey and it is located at 

37°04′North, 37°23′East. The biggest two districts of 

Gaziantep, namely Şehitkamil and Şahinbey, are 

considered as our study area (Figure 1). 

 
Figure 1. Location map of the study area. 

 

Firstly, 231 pharmacies, 29 hospitals, 10 current 

warehouses and potential 10 pharmacy warehouses are 

determined with GIS then the distances are calculated. 

The locations of potential pharmacy warehouses are 

determined by Gaziantep Chamber of Pharmacies. All 

facilities in the case study are shown in Figures 2 and 

3. The spatial positions of every facility (hospitals, 

pharmacies, current and potential pharmacy 

warehouses) are defined by geographic coordinates 

(longitude and latitude). ESRI ArcGIS 10.2 software 

as a GIS tool is used to calculate the real distances 

between the facilities in the network. 

 
Figure 2. Considered 29 hospitals and 231 pharmacies in 

Gaziantep city center. 

 
After determining the all facility locations, road 

network of Gaziantep is used to calculate distance 

between facilities rather than top view distances. For 

instance, Figure 4 shows the network distance 

between 1st current pharmacy warehouse and 190th 

pharmacy. While top view distance between two 

facilities is 2502 meters, network distance getting 

from the road network of Gaziantep is 2993 meters. 

The network distances between the all facility types’ 

are available upon request. 
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Figure 3. Considered 10 current and 10 potential pharmacy 

warehouses in Gaziantep city center. 

 

 
Figure 4. Network distance between 1st current pharmacy 

warehouse and 190th pharmacy. 

4.2. Application of location-allocation models 

In this section, three different location-allocation 

models named as set covering, P-median and P-center 

problems are applied to different scenarios in 

Gaziantep city center. Generated scenarios based on 

locations of pharmacy warehouses are described in 

below:   

Scenario1: This is the situation which considers 10 

current pharmacy warehouses in Gaziantep city center.  

Scenario2: This is the situation which considers 10 

potential pharmacy warehouses instead of 10 current 

pharmacy warehouses in Gaziantep city center. 

Scenario3: This is the situation which considers 10 

current and 10 potential pharmacy warehouses 

together in Gaziantep city center. In other words, there 

are 20 pharmacy warehouses in this scenario.  

Set covering, P-median and P-center models are 

applied to aforementioned scenarios and results are 

given below. It is noted that all IP runs were 

completed on a server with 1.8 GHz Intel Core 

processor and 4 GB of RAM. The computation time 

required to solve the model using the GAMS-CPLEX 

solver is less than 10 CPU seconds. 

 

 

 

 

 

4.2.1. Solution of set covering problem 

The set covering model is primarily solved with the 

data obtained on the basis of GIS to investigate the 

coverage ability of three scenarios. To do so, 6 

different coverage areas in the range of 1km and 6km 

are examined. The results are presented in Table 3. 

 

Table 3. Results of set covering model using IP. 

Coverage 

area (m) 
Scenarios 

No. 

demand 

points in  

coverage 

area 

No. demand 

points out  

of the 

coverage 

area 

Opened  

warehouses 

Number of  

opened 

warehouses 

1000 

Scenario1 * * * * 

Scenario2 * * * * 

Scenario3 * * * * 

2000 

Scenario1 * * * * 

Scenario2 * * * * 

Scenario3 * * * * 

3000 

Scenario1 * * * * 

Scenario2 * * * * 

Scenario3 * * * * 

4000 

Scenario1 * * * * 

Scenario2 260 0 12-13-15-16 4 

Scenario3 260 0 3-8-10-16 4 

5000 

Scenario1 * * * * 

Scenario2 260 0 17-18 2 

Scenario3 260 0 17-18 2 

6000 

Scenario1 260 0 2-9 2 

Scenario2 260 0 16-17 2 

Scenario3 260 0 2-9 2 

*Infeasible solution 

 

The results given in Table 3 indicate that, IP model 

cannot find an optimal solution for 1km, 2km and 3km 

coverage areas. To make a comparison and get a 

detailed solution, set covering tool of ArcGIS 

Network Analysis tool is also applied to the problem. 

Network Analysis tool is based on the well-known 

Dijkstra's algorithm for finding shortest paths. The 

classic Dijkstra's algorithm solves a shortest-path 

problem on an undirected, nonnegative weighted 

graph.  

 

Table 4. Results of set covering model using GIS. 

Coverage  

area (m) 
Scenarios 

No. 

demand 

points in  

coverage 

area 

No. 

demand 

points 

out  

of the 

coverage 

area 

Opened  

warehouses 

Number of  

opened 

warehouses 

1000 

Scenario1 105 155 1-2-4-6-7-8-9 7 

Scenario2 164 96 
11-12-13-14-15-

16-17-18-19-20 
10 

Scenario3 174 86 

1-4-7-9-11-12-13-

14-15-16-17-18-

19-20 

14 

2000 

Scenario1 187 73 1-3-4-5-9 5 

Scenario2 234 26 
11-12-13-14-15-

16-17-18-19-20 
10 

Scenario3 238 22 
4-5-13-14-16-17-

18-19-20 
9 

3000 

Scenario1 225 35 1-2-3-4-9 5 

Scenario2 259 1 12-13-14-16-18-20 6 

Scenario3 259 1 1-8-9-13-16-17 6 

4000 

Scenario1 246 14 3-8-9-10 4 

Scenario2 260 0 12-13-15-16 4 

Scenario3 260 0 8-10-13-16 4 

5000 

Scenario1 254 6 3-4-5-9 4 

Scenario2 260 0 17-18 2 

Scenario3 260 0 17-18 2 

6000 

Scenario1 260 0 2-9 2 

Scenario2 260 0 17-18 2 

Scenario3 260 0 9-17 2 
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Figure 5. Set covering problem results obtained by GIS 

 

 
Figure 6. Comparison of IP (left) and GIS (right) for set covering problem (coverage area is 4000m for Scenario 3). 

 

To use it within the context of real-world 

transportation data, this algorithm is modified to 

respect user settings such as one-way restrictions, turn 

restrictions, junction impedances, barriers, and side-

of-street constraints while minimizing a user-specified 

cost attribute. The performance of Dijkstra's algorithm 

is further improved by using better data structures 

such as d-heaps. The d-heap is a priority queue data 

structure, a generalization of the binary heap in which 

the nodes have d children instead of 2. In additio, the 

algorithm needs to be able to model the locations 

anywhere along an edge, not just on junctions. Table 4 

gives the results obtained by ArcGIS Network 

Analysis tool. 

According to results of Tables 3 and 4, the following 

outcomes can be obtained: 

• It is clear that Scenarios 2 and 3 have wider coverage 

ability than the Scenario 1 in all coverage area except 

in 6km. For example, while current pharmacy 

warehouses (Scenario 1) can cover 246 pharmacies 

and hospitals, Scenarios 2 and 3 can cover all the 

demand points in 4km coverage area. This result 

shows that current warehouses are not enough for 

supplying hospitals and pharmacies (Figure 5).  
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• While IP finds infeasible solutions in some coverage 

areas (Table 3), GIS provides detailed results for all 

coverage areas (Table 4). However, obtained number 

of demand points in and out of coverage areas is the 

same for both solutions.  

• In some coverage areas, although IP and GIS cover 

all demand points, opened pharmacy warehouses can 

be different. For instance, while IP model opened 3rd, 

8th, 10th and 16th warehouses, GIS opened 8th, 10th, 

13th and 16th warehouses for 4km coverage area 

(Figure 6). It means that there are at least two ways on 

which warehouses will be opened to cover all demand 

points. 

• As expected, increasing the coverage area also 

increases the covered demand points. Increasing the 

coverage area from 1km to 6km leads to an increment 

from 40% to 100% coverage percentage for current 

warehouses (Figure 7). 

 

Table 5. Fixed costs of potential pharmacy warehouses. 

 Potential pharmacy warehouses 

 1 2 3 4 5 

Fixed cost (𝒇𝒌)($) 8151 7736 6556 6989 5769 

 6 7 8 9 10 

 5942 5368 6252 7076 5360 

 

 
Figure 7. Coverage percentages in different coverage areas. 

 

In addition to analysis above, set covering problem 

with fixed costs of potential pharmacy warehouses are 

considered. To do so, data between 5000$ and 1000$ 

are generated randomly for each potential pharmacy 

warehouse (Table 5). A parameter (fk) which 

represents the fixed cost of potential warehouse (k) is 

added to the objective function (Eq. 1) of set covering 

problem. 

 

 

Table 6. Results of set covering problem with fixed costs solved by IP. 

    With fixed-costs Without fixed-costs 

Coverage 

area(m) 
Scenarios 

No. demand points 

in  

coverage area 

No. demand points 

out  

of the coverage area 

Opened  

warehouses 

Number of  

opened 

warehouses 

Opened  

warehouses 

Number of  

opened 

warehouses 

1000 
Scenario2 * * * * * * 

Scenario3 * * * * * * 

2000 
Scenario2 * * * * * * 

Scenario3 * * * * * * 

3000 
Scenario2 * * * * * * 

Scenario3 * * * * * * 

4000 
Scenario2 260 0 

12-13-16-

20 
4 

12-13-15-

16 
4 

Scenario3 260 0 3-8-10-16 4 3-8-10-16 4 

5000 
Scenario2 260 0 17-18 2 17-18 2 

Scenario3 260 0 3-4-5-16 4 17-18 2 

6000 
Scenario2 260 0 16-17 2 16-17 2 

Scenario3 260 0 2-9 2 2-9 2 

* Infeasible solution 
 

Set covering problem with fixed cost is applied to 

Scenarios 2 and 3 due to consideration of potential 

warehouses. The results are presented in Table 6 

which also shows the related part of solutions without 

fixed-costs. As it is seen, all demand points are also 

covered with fixed costs except in 1, 2 and 3km 

coverage areas. There are two different results which 

are shown in bold. While, 20th potential warehouse is 

opened instead of 15th potential warehouse in 

Scenario 2 with 4km coverage area; 3rd, 4th, 5th and 

16th current and potential warehouses are chosen 

instead of 17th and 18th potential warehouses in 

Scenario 3 with 5km coverage area. As expected, 

considering the fixed costs of potential warehouses 

causes to select current warehouses instead of 

potential warehouses in one solution. 

 

4.2.2. Solution of P-median problem 

After showing the benefits of potential warehouses, 

we implement P-median and P-center models to 

assign current and potential warehouses to demand 

points (hospitals and pharmacies) so that the total 

transportation distance is minimized. P-median model 

is implemented assuming the demands are equal 

(wi=1). Due to information privacy, demand data of 

hospitals and pharmacies cannot be obtained. We 

apply the P-median model for the demand points by 

setting 1 to 10 values for p. The results of P-median 

problem obtained by IP and GIS are given in Tables 7 

and 8, respectively. As it can be seen from Tables 7 

and 8, results are also classified based on three 

scenarios as set covering problem. 
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Table 7. Results of P-median problem using IP. 
 Scenario1 Scenario2 Scenario3 

P Total Distance 

(m) 

Opened 

Warehouses 

Total Distance 

(m) 

Opened Warehouses Total Distance 

(m) 

Opened Warehouses 

1 703648.3 10 676557.4 15 676557.4 15 

2 549791.0 4-8 561416.9 15-16 549791.0 4-8 

3 473911.7 5-9-10 446711.5 11-15-16 430234.3 6-8-16 

4 448085.6 1-4-5-9 389665.1 12-15-16-17 374944.0 8-10-16-17 

5 431530.3 1-3-4-8-9 347900.4 12-16-17-19-20 330811.2 8-9-10-16-17 

6 418835.5 1-3-4-7-8-9 322475.6 12-16-17-18-19-20 311459.3 5-10-16-17-18-19 

7 409915.8 1-3-4-6-7-8-9 305611.0 12-15-16-17-18-19-20 294954.5 7-10-11-16-17-18-19 

8 401939.2 1-2-3-4-6-7-8-9 288979.1 11-12-15-16-17-18-19-20 278586.5 7-10-11-13-16-17-18-19 

9 399889.8 1-2-3-4-6-7-8-9-10 272611.1 11-12-13-15-16-17-18-19-20 265841.8 4-6-7-11-13-16-17-18-19 

10 398401.8 1-2-3-4-5-6-7-8-9-10 261275.8 11-12-13-14-15-16-17-18-19-

20 

257254.8 1-4-6-7-11-13-16-17-18-

19 

 
Table 8. Results of P-median problem using GIS. 

 Scenario1 Scenario2 Scenario3 

P Total Distance (m) Opened Warehouses Total Distance (m) Opened Warehouses Total Distance (m) Opened Warehouses 

1 703648.3 10 676557.4 15 676557.4 15 

2 549791.0 4-8 561416.9 15-16 549791.0 4-8 

3 473911.7 5-9-10 446711.5 11-15-16 430234.3 6-8-16 

4 448085.6 1-4-5-9 389665.1 12-15-16-17 374944.0 8-10-16-17 

5 431530.3 1-3-4-8-9 352926.1 12-15-16-17-18 330811.2 8-9-10-16-17 

6 418835.5 1-3-4-7-8-9 322475.6 12-16-17-18-19-20 314443.3 8-9-10-13-16-17 

7 409915.8 1-3-4-6-7-8-9 305611.0 12-15-16-17-18-19-20 301660.6 4-6-8-9-13-16-17 

8 401939.2 1-2-3-4-6-7-8-9 288979.1 11-12-15-16-17-18-19-20 278586.5 7-10-11-13-16-17-18-19 

9 399889.8 1-2-3-4-6-7-8-9-10 272611.1 11-12-13-15-16-17-18-19-20 265841.8 4-6-7-11-13-16-17-18-19 

10 398401.8 1-2-3-4-5-6-7-8-9-10 261275.8 11-12-13-14-15-16-17-18-19-20 257770.8 4-7-11-13-14-16-17-18-19-20 

 

According to Table 7, all P-median problems are 

solved optimally. Although, the results obtained by 

GIS seem similar with the results of IP, all solutions 

of GIS are not optimal (Table 8). Results which are 

not optimal are shown with bold in Table 8. Figure 8 

indicates the optimal (obtained by IP) and non-optimal 

(obtained by GIS) solutions for P= 5. As expected, 

increasing the number of P decreases the total distance 

between warehouses and demand points in all 

solutions. Results in Figure 9 show that increasing the 

number of pharmacy warehouses from 1 to 10, 

decreases the total travelled distance by 43.38%, 

61.38% and 61.98% for Scenarios 1, 2 and 3, 

respectively. 

Another outcome can be seen from Figure 9 that 

potential warehouses provide shorter distance than the 

current warehouses in all P values except P= 2. While 

the gap between current and potential warehouses is 

3.85% in P= 1, this gap is increased dramatically by 

34.42% in P= 10 (Figure 10). On the other hand, 

Scenario 3 outperforms other scenarios in P-median 

problem. 

 

 

In addition to analysis above, P-median problem is re-

solved with generated demand data for three 

scenarios. While demand for pharmacies is randomly 

generated between 5 and 10 boxes of medicine, range 

for hospitals is determined as 20 and 30 boxes of 

medicine. Demand dataset is available upon request 

from corresponding author. The results of P-median 

problem with different demand data obtained by IP are 

given in Table 9. 

According to Table 9, all P-median problems are 

solved optimally. As expected, increasing the number 

of P also decreases the total distance when different 

demand values exist. In fact, the case with different 

demand values provides less travelled distance than 

the case with equal demand values. Improvements (%) 

in travelled distance are shown in Figure 11. Results 

in Figure 11 show that embedding different demand 

values into the P-median model improve the solutions 

averagely by 6.68%, 8.46% and 8.71% for Scenarios 

1, 2 and 3, respectively. It must be noted that changing 

the demand values of each pharmacy and hospital can 

yield different results. 

 

 
Figure 8. Comparison of mathematical model (left) and GIS (right) for P-median problem (P=5). 
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Figure 9. Comparison of total distances obtained by IP for P-median problem. 

 
Figure 10. Results of P-median problem obtained by IP (P= 10). 

 
Table 9. Results of P-median problem with demand data using IP. 

 Scenario1 Scenario2 Scenario3 

P Total Distance 

(m) 

Opened 

Warehouses 

Total Distance 

(m) 

Opened Warehouses Total Distance 

(m) 

Opened Warehouses 

1 6640359.3 10 6340796.2 15 6340796.2 15 

2 5171164.4 4-8 5222308.7 15-16 5171164.4 4-8 

3 4384727.3 5-6-9 4139945.6 11-15-16 3986775.3 8-10-16 

4 4185826.5 4-5-6-9 3624850.3 12-15-16-17 3464420.1 8-10-16-17 

5 4008892.3 3-4-6-8-9 3187588.7 11-16-17-19-20 3013817.0 8-9-10-16-17 

6 3905634.2 3-4-6-7-8-9 2938938.2 11-16-17-18-19-20 2813233.8 5-10-16-17-18-19 

7 3818425.7 1-3-4-6-7-8-9 2763719.7 11-12-16-17-18-19-20 2648571.2 5-10-13-16-17-18-19 

8 3741018.6 1-2-3-4-6-7-8-9 2599057.0 11-12-13-16-17-18-19-20 2485439.7 7-10-11-13-16-17-18-19 

9 3724589.6 1-2-3-4-6-7-8-9-10 2438867.3 11-12-13-15-16-17-18-19-20 2379573.6 4-6-7-11-13-16-17-18-19 

10 3714122.3 1-2-3-4-5-6-7-8-9-

10 

2360164.0 11-12-13-14-15-16-17-18-19-

20 

2316881.7 4-6-7-11-13-16-17-18-19-20 
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Figure 11. Distance improvements when different demand values are considered.

4.2.3. Solution of P-median problem 

In addition to considered set covering and P-median 

problems, P-center problem is also investigated to 

minimize the longest distance between pharmacy 

warehouses and demand points. Table 10 presents the 

results of P-center problem obtained by IP. It is noted 

that P-center problem cannot be solved via GIS 

because of non-availability of the required tool in the 

software. 

According to Table 10; increasing the number of 

warehouses to be opened, decreases the longest 

distance between serving warehouses and underserved 

pharmacy/hospitals. In the current situation 

(Scenario1), the longest distance between source and 

demand points is fixed by 5477.8m after opening three 

warehouses. On the other hand, the longest distance 

between assigned pharmacy warehouse and demand 

point is obtained as 3666.7m in Scenarios 2 and 3. 

Figure 12 illustrates the improvements in terms of 

longest distance for Scenarios 1 to 3. As it can be seen 

from Figure 12, the minimum longest distance 

(5477.8m) is obtained with 3 warehouses (1-3-9) in 

Scenario 1. On the other hand, Scenarios 2 and 3 

provide the minimum longest distance (3666.7m) with 

5 warehouses. Although Scenario 1 appears like 

successful due to succeeding the minimum longest 

distance with fewer warehouses, it is clear that P-

center model with 5 warehouses (Scenarios 2 and 3) 

leads to shorter longest distance by 33.96% than the 

current warehouses situation (Scenario 1). 

The results show that with the suggested new 

warehouse locations, the current coverage level of 

pharmacies and hospitals has increased, the total 

transport distance has reduced substantially and the 

distance to the demand node, which has the longest 

distance to the warehouse, has also decreased. 

5. Conclusion 

In this paper, current and possible new locations of 

pharmacy warehouses in Gaziantep are investigated to 

provide optimal distribution to hospitals and 

pharmacies. To do so, firstly geographic information 

of 10 current and 10 potential pharmacy warehouses, 

231 pharmacies and 29 hospitals are gathered using 

GIS. Secondly, set covering, P-center and P-median 

models are applied to set up potential warehouses and 

assign pharmacies and hospitals to the opened 

warehouses so that the total transportation distance is 

minimized. Computational experiments on the case 

study prove that proposed approach can find new 

potential pharmacy warehouses which cover wider 

area than current warehouses to support pharmacies 

and hospitals in the city.  

 

 

Table 10. Results of P-center problem using IP. 

 Scenario1 Scenario2 Scenario3 

P Distance (m) Opened warehouses Distance (m) Opened warehouses Distance (m) Opened warehouses 

1 7321.0 6 7380.1 14 7321.0 6 

2 5909.1 2-9 4747.1 17-18 4747.1 17-18 

3 5477.8 1-3-9 4674.0 13-17-18 4674.0 3-17-18 

4 5477.8 1-3-9-10 3720.9 12-13-14-16 3720.9 1-12-13-16 

5 5477.8 1-2-3-5-9 3666.7 12-13-14-16-19 3666.7 8-13-16-19-20 

6 5477.8 1-2-3-4-9-10 3666.7 11-12-13-14-16-19 3666.7 9-12-13-14-15-16 

7 5477.8 1-2-3-4-6-8-9 3666.7 11-12-13-14-16-18-20 3666.7 1-2-3-4-9-13-16 

8 5477.8 1-2-3-4-5-7-8-9 3666.7 11-12-13-14-15-16-18-20 3666.7 1-2-3-4-5-13-16-18 

9 5477.8 1-2-3-4-6-7-8-9-10 3666.7 11-12-13-14-15-16-17-18-20 3666.7 1-2-4-6-9-13-16-17-18 

10 5477.8 1-2-3-4-5-6-7-8-9-10 3666.7 11-12-13-14-15-16-17-18-19-20 3666.7 1-2-4-7-8-9-11-13-16-20 
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Figure 12. Results of P-center problem using IP. 

 

Consideration of the study area as city center, testing 

the proposed approaches with only the hospitals and 

pharmacies, generalization of the proposed method 

and determination the locations of potential 

warehouses are the limitations and shortcomings of 

the paper. To overcome mentioned shortcomings and 

direct potential researchers, several extensions to our 

method are worth further investigation. First, a web-

based GIS application can be developed. Second, 

community health centers can be considered as 

another demand points besides hospitals and 

pharmacies. Third, investigated area can be expanded. 

In this case, heuristics can be required to obtain a near 

optimal solution, and finally multi-criteria decision 

making tools can be applied to determine alternative 

locations.   
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