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ABSTRACT

In this study operating room scheduling (ORS) problem is addressed in multi-resource manner. In the addressed problem, besides operating rooms (ORs) and surgeons, the anesthesia team is also considered as an additional resource. The surgeon(s) who will perform the operation have already been assigned to the patients and is a dedicated resource. The assignment of the anesthesia team has been considered as a decision problem and a flexible resource. In this study, cooperative operations are also considered. A mixed integer linear programming (MILP) model is proposed for the problem. Since the problem is NP-hard, an artificial bee colony (ABC) algorithm is proposed for the problem. The solutions of the ABC are compared with the MILP model and random search.

1. Introduction

For many hospitals, operating rooms (ORs) are the costliest unit, but they are also the unit that makes the biggest contribution to the hospital's income. Therefore, the planning of ORs is important for hospitals [1]. Scheduling activities are important in the effective management of ORs. Patient assignment to ORs and determining the starting time of the operations becomes a complex problem due to additional resources [2]. In many hospitals, ORs are scheduled manually. As a result of the manual solutions of such a complex problem, ineffective schedules are created. By using optimization methods in the operating room scheduling (ORS) problem, it may be possible for the hospital management to serve more effectively to patients and managed the ORs efficiently [2].

ORS problems are an important problem that is studied frequently. Literature reviews on the ORS problem are reachable to related articles [3-8]. ORS problems can be classified according to various criteria. These criteria can be considered as the resources, resource types, scheduling period, objective functions, patient types, solution methods and additional features [9].

ORS problems are resource-constrained problems. The limited resources considered in ORS problems are surgeons, downstream beds [10], nurses, anesthesia team and equipment/tools. If the resources under consideration have been previously assigned to patients, they are classified as dedicated resources. If the assignment of resources is considered as a decision problem, it is classified as flexible resources [11].

According to the scheduling period, it is considered as a single/multi period. If scheduling is done for only one day, it is called a single period, if it is done for more than one day, it is called multi-period [12]. The scheduling of ORs is considered in two stages in hospitals. In the first stage, the patient's operation is assigned to a future date and it is long-term planning. The second stage is short-term planning, and it is the stage of determining the operation start times and assignment of ORs to patients on the relevant day. In short-term planning, only daily planning is done in hospitals [2].

Classification of the patients can be made as elective and emergency patients. In some studies, only elective patients are considered. Because in many hospitals, separate ORs are dedicated for emergency surgeries [2]. There are also studies that consider both elective and emergency patients [13]. In some studies, patients are prioritized according to the urgency of their surgery [14].

Many different objective functions are considered in ORS problems. There are multi-objective studies as well as studies that consider single objective function. Minimizing total cost, tardiness, overtime, idle time, waiting time, number of ORs, total completion time, maximum completion time (makespan), maximizing resource balancing [15], maximizing number of patients [16], service level are objective functions of the ORS problems [4].
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Solution approaches of the ORS problems can be classified as exact and heuristic solutions. Since ORS problems are NP-hard problems, heuristic algorithms were proposed for solving large-sized problems [17]. Heuristic algorithms do not guarantee the best solution. Mathematical modeling [18], decomposition algorithms ([19] and [20]), branch and price, branch and cut [21], column generation [22] are exact solution methods that guarantee the best solution.

Real-life constraints should be taken into account as much as possible while defining the ORS problem. In other words, the problem should reflect the real-life problem as much as possible [23]. For this purpose, additional features are taken into account in many studies. In some studies, some parameters are considered fuzzy or stochastic [11]. Another feature that has been addressed is necessity of more than one surgeon in an operation [2]. Such operations are considered as cooperative operations. All employed surgeons must be available in order to perform the operation of the relevant patient. In some studies, making up of the team is considered [24]. In addition, the skill compatibility feature and the eligibilities on ORs and surgeons are considered. Not every patient can be assigned to every OR or surgeon with eligibility constraints [2].

The ORS literature was reviewed considering the classification of the problem. In most of the early studies on the subject, only surgeons and/or the ORs were considered as resources [25]. Fei et al. [25], proposed a column generation method for the solution of ORS problem. Fei et al. [26], proposed hybrid genetic algorithm (GA) for ORS problem. They considered multi-period feature. Vijayakumar et al. [27], considered nurses and equipment as additional resources. They proposed heuristic algorithms. Priorities of patients was taken into account. Agnetis et al. [19], proposed a decomposition algorithm for ORS problem. Fügener et al. [28], considered multiple downstream units for ORS problem. They proposed an exact solution method. Aringhieri et al. [29], proposed two-level heuristic algorithm for the ORS problem with downstream beds. Jebali et al. [30], used stochastic programming for ORS with downstream beds. They considered multi-period feature. Pariente et al. [31], proposed heuristic algorithm for ORS problem with objective function of maximizing service level. They considered priorities of patients. Wang et al. [32], considered nurses and anesthesiologist as additional resources for the solution of ORS problems. Constraint programming was used in the study. Heydari and Soudi [33], used stochastic programming for ORS problem. They considered downstream beds and elective/emergency patients. Vali-Siar et al. [12], considered nurses, anesthesiologist and downstream beds as additional resources. They proposed genetic algorithm (GA). Hamid et al. [24], considered downstream beds and equipment as additional resources for the ORS problem. NSGA II algorithm was proposed for the solution of the problem. Addis et al. [34], used robust optimization for multi-period ORS problem. Ahmed and Ali [35], used fuzzy TOPSIS and MILP model for the problem of ORS with objective functions of maximizing patient preferences and minimizing total cost. Coban [36], proposed a heuristic and an optimization model for the ORS problem with equipment. Khanjeyev et al. [37], proposed heuristic algorithms for ORS problem. They considered uncertainty on parameters. Zhang et al. [11], used stochastic programming for the problem of ORS with downstream beds. Objective function of the problem is minimizing total cost. Britt et al. [38], considered multi-period ORS problem. Downstream beds and equipment were taken into account as additional resources. Roshanaei and Naderi [21], used benders decomposition algorithm for ORS problem. The objective function of the problem was maximization total scheduled surgical times. Park et al. [2], proposed a mathematical model for ORS problem with preferences and cooperative operations. Rachuba et al. [39], taken into account downstream beds for the problem of ORS. Simulation is used for the solution of the problem. Mazloumian et al. [18], proposed a robust multi-objective integer linear programming (MOILP) model for the solution of ORS problem with downstream beds. Azaiez et al. [40], proposed heuristic algorithm for ORS problem with makespan minimization. Makboul et al. [41], considered priorities of patients for ORS problem. Robust optimization was used for the problem. Oliveira et al. [42], considered anesthesiologist as an additional resource for ORS problem with multi-period. Integer linear programming (ILP) model was proposed for the problem. Lotfi and Behnamian [1], proposed multi-objective variable neighborhood search algorithm for multi-period ORS problem.

Heuristic algorithms have been proposed in very few of the studies in which additional resources such as nurses, downstream beds, and anesthesia team are taken into account. In many studies, only surgeons are taken as additional resources. In addition, there are studies that consider downstream beds as additional resources. There are few studies that consider the anesthesia team ([32],[12],[42]). Among these studies, Vali-Siar et al. [12] proposed a GA. Other studies used optimization or simulation methods.

In ORS problems, setup times have been neglected in many studies. However, in real life, the ORs are being prepared for the next operation when an operation is completed. Different equipment and tools are used in different operations. Some tools and equipment are mobile. After an operation is completed, setup must begin for the next operation immediately. During the setup phase, the cleaning of the OR, the transportation of the necessary tools, the sterilization of the used resources, the preparation of the surgeons, nurses and the anesthesia team are carried out [43]. Setup of an operation varies depending on the operation scheduled before it in the same OR. For example, when two operations using the same mobile devices are scheduled
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In this study an ORS problem is addressed that is not considered in the literature. Sequence dependent setup times, both flexible and dedicated resources are taken into account and a very complex operating room scheduling problem is addressed. In many studies that is proposed heuristic algorithm to similar problems, mathematical models are used to calculate objective function value of the solutions, due to complexity of the obtaining a feasible solution considering all resources. Collaboration with optimization model may be time consuming. In this study a heuristic algorithm is proposed to solve this complex problem. The unique value of the ABC algorithm is the decoding algorithm, calculation of objective function of the solutions, considering all flexible/dedicated resources.

With this study, a heuristic algorithm is proposed to a problem that is not considered before. The success of the proposed algorithm is demonstrated comparing the results of heuristic with MILP model results through small size problems. Only small size test problems are solvable in reasonable time (3600 seconds). For large size test problems, the ABC algorithm is compared with random search.

In the second section of the study, the problem definition and mathematical model are given. In the third section, heuristic algorithm is given. In the fourth section, test problems are derived and parameters of heuristic algorithms are determined. In addition, the success of the heuristic is demonstrated. The last section is the conclusion section.

2. Optimization model

The addressed problem is described in detail in this section. A MILP model has been proposed. The proposed model is applied to an example problem.

2.1. Problem definition

A state hospital was taken into account in defining the problem under consideration. In the study, operational (short time) scheduling activity was addressed. The assignment of OR to patients, the order of the operations, assignment of anesthesia team to operations are achieved by the solution of the addressed problem. In order to perform the operation of n number of patients, the patient must be assigned to an OR among m ORs. An operation of a patient may begin as long as the surgeon or surgeons who will perform the operation are available and an anesthesia team must be assigned to the operation of the patient. Each surgeon and anesthesia team can only operate on one patient at a time. Some operations may require more than one surgeon. If the surgeon or at least one of the surgeons who will perform the operation is in the operation of another patient or if there is no idle anesthesia team, patient waiting occur. Since both surgeons and the anesthesia team are taken into account, a multi-resource problem is defined. Since the surgeon(s) who will

sequentially, the setup time may be shortened according to the sequential scheduling of operations using different mobile devices. In other words, setup times are sequence dependent [44]. There are few studies that consider sequence-dependent setup times in ORS problems. It was observed that additional resources considered in ORS problems such as the surgeons, beds and anesthesia team were neglected in many studies about ORS problem with setups [44]. Arnout and Kulbashian [45], considered sequence dependent setup times in the ORS problem. Additional resources were not considered in the problem. The objective function was makespan minimization. Simulation was used for the problem. Arnout [46], proposed a heuristic algorithm for the solution of the ORS problem with sequence dependent setup times. Additional resources were not taken into account. Hamid et al. [43], used simulation for the ORS problem with sequence dependent setup times. Intensive care unit (ICU) beds were taken into account as an additional resource. The objective function is makespan minimization. Zhao and Li [47], considered sequence dependent setup times in the ORS problem. The use of additional resources was not taken into account in the study. They minimized the total cost. A nonlinear programming model and constraint programming used to solve the problem.

In this study, the problem is defined by considering a state hospital. Anesthesia teams are taken into account in the study. Anesthesia teams consist of specialist doctors, nurses and anesthesia technicians. An anesthesia team accompanies the patient during the operation. Assigning an anesthesia team to patients is a decision problem. In other words, the anesthesia team is a flexible resource. The relevant anesthesia team can serve only one patient at a time. Since there are limited number of anesthesia teams in hospitals, patient waiting occur if there is no team available. In addition, the case of more than one surgeon involvement in some operations is considered. Surgeons can only perform one operation at a time. The patient’s operation may be start as long as the employed surgeon or surgeons are idle. Since the assignment of surgeon(s) to operations are predetermined, surgeons are considered as a dedicated resource. In addition, the setup time of the OR for the relevant patient varies depending on the previous operation in the same OR. In other words, operation setup times are sequence dependent. By solving the problem, the anesthesia team and OR are assigned to the patients and the order of the operation is determined. A MILP model and ABC algorithm are proposed for the problem. The proposed algorithm is compared with the MILP and random search.

According to the literature review, it was seen that sequence-dependent setup times were not addressed in many studies [48]. In addition, heuristic algorithm has not been proposed for the ORS problems, which took into account the sequence-dependent setup times and additional flexible/dedicated resources. Literature is given in Appendix Table A1.
perform the operation of the patient is determined before the operation day, surgeons are a dedicated resource. The anesthesia team to be assigned to the patient is considered as a decision problem and is a flexible resource. Before starting the operation, OR must be prepared for the operation. Setup is done in the same OR immediately after the operation of the previous patient is completed. In the setup phase, the cleaning of the OR, sterilization and positioning of the necessary equipment and devices are conducted. The setup of the operations can be done simultaneously in different ORs. Setup times are sequence dependent.

Characteristics of the model:
- Two different type of resource is considered as flexible and dedicated resource. Surgeon(s) that perform each operation is predetermined and is a dedicated resource. The assignment of anesthesia team to operations is conducted by the MILP model and is a decision problem. The anesthesia teams are a flexible resource.
- Appropriate constraints have been added to the model so that each resource can only perform one operation at a time.
- Before the operation, setup of the operation is conducted.
- More than one surgeon may be involved in an operation.
- If at least one surgeon that will involve in an operation is in another operation at a time, there will be a waiting times of patients.
- If an anesthesia team is needed for different operations at the same time and there is no anesthesia team available, waiting times will be occurred.

Assumptions:
- The operation times and setup times are deterministic.
- The surgeon(s) that perform each operation are predetermined.
- The setup of an operation is conducted after the completion of the previous operation.
- Patients do not have anesthesia team preference.
- All patients have equal priority.
- The resource responsible for the setup is ignored.

2.2. MILP model

Sets and Indices
$p, l$ and $k$ show patient indices and $N=\{p, l, k\}$ $p=l=k=1, \ldots, n$.
$O$ shows OR index and $M=\{o\}$ $o=1, \ldots, m$.
$r$ shows position index and $N=\{r\}$ $r=1, \ldots, n$.
$d$ shows surgeon index and $U=\{d\}$ $d=1, \ldots, u$.
$g$ shows anesthesia team and $A=\{g\}$ $g=1, \ldots, a$.

Parameters
- $t_p$: Operation time of the patient $p$.
- $SQ_p$: Setup of OR for patient $p$ that is scheduled on the first position.
- $ST_{pl}$: Setup time of OR for patient $l$ that is scheduled after patient $p$.
- $B$: Very big number.
- $H_{p,d}$: $\begin{cases}1, & \text{if surgeon } d \text{ operates the patient } p \\ 0, & \text{otherwise} \end{cases}$

Decision Variables
- $y_{p,r,o}$: $\begin{cases}1, & \text{if patient } p \text{ is assigned to room } o \text{ on position } r \\ 0, & \text{otherwise} \end{cases}$
- $x_{p,g}$: $\begin{cases}1, & \text{if patient } p \text{ is assigned to anesthesia team } g \\ 0, & \text{otherwise} \end{cases}$
- $f_{p,l}$: $\begin{cases}1, & \text{if operation completion time of } p \text{ is less than the operation start time of patient } l \\ 0, & \text{if operation completion time of } l \text{ is less than the operation start time of patient } p \end{cases}$
- $C_p$: Operation completion time of patient $p$.
- $T_l$: Setup completion time of patient $l$.
- $C_{\max}$: Maximum completion time.

Model

\begin{align}
\min Z_1 &= C_{\max} \\
T_l + B(1 - y_{l,r,o}) &\geq SQ_l \quad \forall \, l, \, r, \, o \text{ and } r=l \quad (1) \\
T_l - B(1 - y_{l,r,o}) &\leq SQ_l \quad \forall \, l, \, r, \, o \text{ and } r=l \quad (2) \\
T_l + B(2 - y_{l,r,o} - y_{k,r-1,0}) &\geq C_k + ST_{k,l} \quad \forall \, k, \, l, \, r, \, o, \, l \neq k, \, r > l \quad (3) \\
T_l - B(2 - y_{l,r,o} - y_{k,r-1,0}) &\leq C_k + ST_{k,l} \quad \forall \, k, \, l, \, r, \, o, \, l \neq k, \, r > l \quad (4) \\
C_l &= T_l + t_l + l_i \quad \forall \, l \quad (5) \\
W_p &= T_p + I_p \quad \forall \, p \quad (6) \\
C_l &\leq W_p + Bf_{p,l} + B(2 - x_{l,g} - x_{p,g}) \quad \forall \, p, \, l, \, g \text{ and } p < l \quad (7) \\
C_p &\leq W_l + B(1 - f_{p,l}) + B(2 - x_{l,g} - x_{p,g}) \quad \forall \, p, \, l, \, g \text{ and } p < l \quad (8) \\
C_l &\leq W_p + Bf_{p,l} + B(2 - H_{p,d} - H_{l,d}) \quad \forall \, p, \, l, \, d \text{ and } p < l \quad (9) \\
C_p &\leq W_l + B(1 - f_{p,l}) + B(2 - H_{p,d} - H_{l,d}) \quad \forall \, p, \, l, \, d \text{ and } p < l \quad (10) \\
\sum_g x_{p,g} &= 1 \quad \forall \, p \quad (11) \\
\sum_p y_{p,r,o} &\leq 1 \quad \forall \, r, \, o \quad (12) \\
\end{align}
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\[
\sum_{r} \sum_{o} y_{p,r,o} = 1 \ \forall \ p \tag{14}
\]
\[
\sum_{p} y_{p,r,o} - \sum_{i} y_{i,r-1,o} \leq 0 \ \forall \ r, o \ 	ext{and} \ r > 1 \tag{15}
\]
\[
C_{\text{max}} \geq C_{p} \ \forall \ p \tag{16}
\]
\[
y_{p,r,o}, x_{p,g}, f_{p,l} \in \{0,1\} \text{ and } \tag{17}
\]

Constraint (14) provides that assignment of each patient to an OR. Constraint (15) allows patients to be assigned in sequence. Constraint (16) calculates \( C_{\text{max}} \). Constraints (17) are sign constraints.

An example is given in Figure 1. Parameters of the problem is given in Appendix Table B1. Accordingly, patients 1, 8, and 2 were assigned to OR 1, patients 4, 7 and 3 were assigned to OR 2, and patients 9, 5 and 6 were assigned to OR 3. First Anesthesia team was assigned to the 1st patient, and the 2nd Anesthesia team was assigned to the 4th patient. The anesthesia team assigned to patients is indicated in parentheses next to the patient number in the Figure 1. The anesthesia team assigned to other patients is given in the Figure 1. (Dx) denotes the required surgeon(s) for operation of the relevant patient. For example, for patient 6 the second surgeon (D2) employed for the operation. If the Figure 1 is examined, it is seen that the anesthesia teams and surgeon(s) are performed only one operation at the same time. The setups of operations can be done at the same time. The setup of the operations starts as soon as the previous operation is completed in the same OR.

The objective function of the optimal solution is 814.

\[
\begin{array}{c|cccccccc}
\text{OR 1} & 0 & 117 & 294 & 407 & 447 & 610 & 729 \\
\hline
\text{OR 2} & 117 & 29 & 204 & 257 & 453 & 610 & 729 \\
\hline
\text{OR 3} & 29 & 11 & 177 & 315 & 453 & 488 & 814 \\
\end{array}
\]

Figure 1. Gantt Chart of the optimal schedule

3. ABC algorithm

3.1. Steps of the algorithm

ABC algorithm was proposed in 2005 by Karaboğa [49]. ABC algorithm was designed by modeling the foraging behavior of bees. ABC algorithm is an algorithm based on swarm intelligence. The algorithm has 3 stages: employed bee stage, onlooker bee stage and scout bee stage. The algorithm makes intensification at the employed and onlooker bee stages. It makes diversification at the scout bee stage. At the end of the employed bee stage, the probability value of the solutions is calculated. Accordingly, the probability values of high-quality solutions are also high. Probability values are taken into account when choosing a solution at the onlooker bee stage. High quality solutions are more likely to be selected [50].

New solution is generated for selected solution by one of the insertion or swap methods. If the new solution produced is a better solution, the existing resource is replaced with the new solution, otherwise the \( I_i \) value of the relevant resource is increased by one. In the algorithm, bees are in a position to turn to higher quality resources. For resources whose \( I_i \) value is equal to the limit value, the scout bee stage is run and the related solution is replaced with a randomly derived solution. The steps continue until the predetermined number of iterations is achieved [51]. The ABC algorithm is given below [49,51].

**Procedure:** ABC algorithm

**Input:** Problem parameters, Iteration number (T), Limit value, Population size (2N)

**Output:** Optimal or near optimal solution

Construct initial population with size \( N \) randomly and calculate the fitness \( f(i) \) of each solution; \( t=0 \);

\[ \text{While} \ (t<T) \]

Assume trial value of each resource 0;

//Employed bee phase

For \( i=1:N \)

Match resource \( i \) with a resource randomly and generate a new resource by two point crossover and calculate fitness value of the new resource;
If new resource better than resource $i$
Replace resource $i$ with the new resource;
end
Else
trial($i$)←0;
End

Determine the maximum fitness value as $F$;
Calculate probability value of resources;
Probability($i$)←$0.9\left(\frac{F_{\text{pop}}}{F}\right)+0.1$;
//Onlooker bee phase
Assign each onlooker bee to a resource considering
Probability values;
For $i=1:N$
Match resource $i$ with a resource randomly and
generate a new resource by two point crossover and calculate fitness value of the new resource;
If new resource better than resource $i$
Replace resource $i$ with the new resource;
Else
trial($i$)← trial($i$)+1;
End

Record the resource with best fitness value;
//Scout bee phase
Find the resource with maximum trial number as $i*$;
If (trial($i*$)>limit)
Replace resource $i$ with a random solution;
End
trial($i*$)←0;
End

$t\leftarrow t+1$;
End

Fitness values of the solutions are calculated by Equation 18. $Z(i)$ is the objective function value of the resource $i$.

\[
f(i) = \begin{cases} 
\frac{1}{1 + Z(i)} & \text{if } Z \geq 0 \\
\frac{1}{1 + |Z(i)|} & \text{if } Z < 0 
\end{cases}
\] (18)

3.2. Representation of the solutions and decoding algorithm

The matrix of $V^\text{pop}_p$ is used to represent the solutions. Pop denotes the number of individuals in the population. The $V^\text{pop}_p$ matrix consists of the number of Pop rows and the number of n (number of patients) columns. The number of columns is equal to the number of patients and the number of rows is equal to the population size. $V^l_p \in [1,n]$ and $V^l_p \neq V^l_i$. Each row constitutes of permutation representation of the patients. In other words, patients are ranked randomly in each row of the $V^\text{pop}_p$ matrix. The representation of the solutions is given in Figure 2. The assigned OR and the anesthesia team of patients are determined by the decoding algorithm. Therefore, this information is not included in the representation of the solutions.

1st Ind. $V^1_p V^2_p \ldots V^l_p$ $V^1_p \in [1,n]$ and $\forall i \neq V^1_p, V^l_p, i$

2nd Ind. $V_p^{\text{pop}} V_p^{\text{pop}} \ldots V_p^{\text{pop}}$

Figure 2. Representation of the solutions

Objective function of the number of Pop solutions are calculated by decoding algorithm. With the decoding algorithm, the patients are assigned to the ORs and the anesthesia team and order of the operations are determined. In addition, anesthesia teams and surgeon(s) operate only one operation at the same time. Some of the abbreviations used in the algorithm are given in the description of the MILP model. Newly defined abbreviations are given below.

$\text{OPT}_o$: Operation completion time of the last patient that is assigned to OR $o$
$o*$: The OR that the next patient will be assigned
$g_p$: The anesthesia team that is assigned to patient $p$
$\text{PA}_g$: Operation completion time of the patient that is assigned to anesthesia team $g$
$p_o'$: The patient that is last assigned to OR $o$
$k_o$: The number of patients that is assigned to OR $o$
$\text{seq}_k^l$: The patient that is scheduled the order of $k$ in OR $o$

The operation times of the patient $V^1_p$ that is assigned to OR $o'$ and the patient $V^l_p$ that is assigned to OR $o''$ is not overlap as long as the one of the following conditions is met.

Case 1: The operation completion time of patient $V^1_p$ is smaller than operation starting time of patient $V^l_p$. This situation is represented by Equation 19. Case 1 is shown in Figure 3.

\[
C_{V^l_p} \leq W_{V^1_p} (19)
\]

Figure 3. Case 1

In Figure 3, the operation time of $V^1_p$ and $V^l_p$ do not
overlap. Because the operation completion time of patient \( V_{p1} \) is equal to the operation start time of patient \( V_{c1} \).

**Case 2:** The operation start time of patient \( V_{p1} \) is greater than the operation completion time of patient \( V_{c1} \). This situation is represented by Equation 20. Case 2 is shown in Figure 4.

\[
W_{v1} \geq C_{v1} \quad (20)
\]

In Figure 4, the operation time of \( V_{p1} \) and \( V_{c1} \) do not overlap. Because the operation starting time of patient \( V_{p1} \) is greater than the operation completion time of patient \( V_{c1} \).

By using the decoding algorithm, feasible solutions are obtained from each solution representation and the objective functions are calculated.

In the decoding algorithm, first of all, for each solution, the \( OT_o \) values, which shows the operation completion time of the patient who was last assigned to the OR \( o \), are taken as 0. The first patient in each row is assigned to the first OR. In the first solution, the first patient is shown as patient \( V_{c1} \) and the OR to which it will be assigned is \( o^* \). The setup of the first patient \( V_{c1} \) begins at time 0. The setup completion time of the patient \( V_{c1} \) (\( T_{v1} \)) is calculated. Since patient \( V_{c1} \) is in the first order of the OR it is calculated as \( T_{v1} = SQ_{v1} \). After the setup is completed, the operation starts and the operation start time is shown as \( W_{v1} \). The operation completion time \( (C_{v1}) \) is calculated as \( W_{v1} + T_{v1} \). The time that OR is used is recorded as an interval \( (W_{v1} - C_{v1}) \). The patient is randomly assigned to the \( g_{v1} \) anesthesia team. The operation time of the anesthesia team is assigned at the interval \( (W_{v1} - PA_{v1}) \) and the value of \( PA_{v1} \) is equal to the value of \( C_{v1} \).

Patient \( V_{c1} \) who was last assigned to OR \( o^* \) is recorded as \( p_{o^*} \). The next patient \( V_{c2} \) is assigned to the OR \( o^* \) that is the smallest setup completion time \( (o^* = \arg \min_o OT_o + ST_{p_{o^*} v1}) \). \( T_{v2} \) value is calculated as \( (OT_o + ST_{p_{o^*} v2}) \) or if no patient has been assigned to the relevant OR yet is calculated as \( (OT_o + SQ_{v2}) \). First, after determining the \( o^* \) OR to which the \( V_{c2} \) patient will be assigned, the \( T_{v2} \) is calculated. The patient's operation completion time is calculated as \( W_{v2} + T_{v2} \). If this value coincides with the operation times of other ORs, the surgeon(s) in the conflicting ORs and the surgeon(s) employed in the operation of patient \( V_{c2} \) are checked. If the same surgeon(s) is employed, the operation start time of the \( V_{c2} \) is postponed. If different surgeon(s) are employed, the patient \( V_{c2} \) is assigned a different anesthesia team than the patients with the overlap. If there is no free anesthesia team, the earliest completed anesthesia team is assigned to the patient. These steps are repeated for all patients. The decoding algorithm is given below.

**Procedure:** Decoding algorithm

**Input:** A solution \((V_{p1}^1)\), problem parameters

**Output:** Objective function of the solution

\[
OT_o \leftarrow 0; \quad k_o \leftarrow 0;
\]

//The first patient \( V_{c1} \) is assigned to first OR and first //anesthesia team;

\( o^* \leftarrow 1; T_{v1} \leftarrow SQ_{v1}; C_{v1} \leftarrow SQ_{v1} + T_{v1}; \)

\( g_{v1}^{o^*} \leftarrow C_{v1}; OT_o \leftarrow C_{v1}; p_{o^*} \leftarrow V_{c1}; k_o \leftarrow k_o + 1; \quad \text{seq}_o \leftarrow V_{c1}^1; \quad W_{v1} \leftarrow T_{v1}; \)

For \( i=2:n \)

\( o^* \leftarrow \arg \min_o (OT_o + ST_{p_{o^*} v1}); \)

\( T_{v1} \leftarrow OT_o + ST_{p_{o^*} v1}; \quad p_{o^*} \leftarrow V_{c1}^1; \)

\( \text{seq}_o \leftarrow V_{c1}^1; \quad W_{v1} \leftarrow T_{v1}; \)

\( x \leftarrow T_{v1} + t_{v1}; \quad z=0; \)

//The operation starting time of patient \( V_{c2} \) is determined considering //the surgeons;

While \((j < m)\)

\( \Delta = 1; \)

For \( l=1:k_j \)

\( u_{- \text{seq}_j} \leftarrow 1; \)

\( \text{if } (x \leq W_{v1}) \text{or } (W_{v1} \geq C_{v1}) \)

//No overlap

Else

\( z = z + 1; \)

Overlap(z) = \text{U};

\( \text{if } (H_{yj} = H_{v1_j d}) \)

\( W_{v1} \leftarrow C_o ; \)

\( x \leftarrow W_{v1} + t_{v1}; \quad j = j + 1; \quad \Delta = 0; \)

End

End

\( \text{if } (\Delta = 0) \quad \text{Break} \)

End

\( z = 0; \)

//Assignment of anesthesia team and updating of operation starting //time considering anesthesia teams;

For \( j=1:m \)
For $l=1:k_j$
\begin{align*}
u_l \leftarrow & \text{seq}_i^j; \\
\text{If} & \left(\times S_{W_l} \text{or} \left(W_{v_l^i} \geq C_{v_l^i}\right)\right) \\
& \text{// No overlap} \\
\text{Else} & \\
\text{z} \leftarrow & z+1; \\
\text{Overlap} & \left(z\right) = \text{U}; \\
G \left(\{g_{v_l^i}\}\right) & ;
\end{align*}
End
End
End
\begin{align*}
\text{If} & \left(G = \{\}\right) \\
g_{v_l^i} & \leftarrow \arg \min \mathcal{P}_A g^*; \\
W_{v_l^i} & \leftarrow \max \left(\mathcal{P}_A g_{v_l^i}, W_{v_l^i}\right); \\
\text{Else} & \\
g_{v_l^i} & \leftarrow \arg \max \mathcal{P}_A g^*; \\
W_{v_l^i} & \leftarrow \max \left(\mathcal{P}_A g_{v_l^i}, W_{v_l^i}\right); \\
\text{End} & \\
C_{v_l^i} & \leftarrow W_{v_l^i} + t_{v_l^i}; \quad \mathcal{P}_A g_{v_l^i} \leftarrow C_{v_l^i}; \\
\text{End} & \\
\text{Else} & \\
C_{v_l^i} & \leftarrow W_{v_l^i} + t_{v_l^i}; \quad \mathcal{P}_A g_{v_l^i} \leftarrow C_{v_l^i}; \\
o_t & \leftarrow C_{v_l^i}; \quad k_o \leftarrow k_o + 1;
\end{align*}

4. Computational results

4.1. Parameters of the heuristic

Although in most of the studies on heuristic algorithms parameter levels are determined without an analytic method, in this study Taguchi experimental design (TED) method is used to determine the levels of the ABC algorithm parameters. The parameters of the ABC algorithm are N, T and limit value. Firstly, alternative parameter levels are determined through preliminary experiments and given in Table 1. L27 orthogonal array is chosen due to there are 3 parameters and 3 levels for each parameter. In TED method, signal-to-noise ratio (S/N) is used as a measure to determine the characteristics of engineering problems. To optimize the ABC algorithm parameters “the smaller, the better” performance criterion is used in TED method due to the addressed problem has a minimum objective function. The calculation of S/N is given in Equation 21. In Equation 21, $n$ is the number of observations in each experiment and $Y_i$ is the objective function of ABC algorithm with the related parameters. The optimal parameters are selected considering the highest S/N values. Minitab 16 for Windows (Minitab Inc.) is used to apply TED method to problem.

$$\frac{S}{N} = -10 \times \log \left(\frac{1}{n}\sum_{i=1}^{n} Y_i^2\right)$$

For the test problem with 7 ORs algorithm was run at the relevant parameter levels. The main effects plot for S/N ratios for the algorithm is given in Figure 5. In ABC algorithm, N level sets to 1000, T level is 100 and limit is 10.

<table>
<thead>
<tr>
<th>Table 1. Parameter levels of the ABC algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
</tr>
<tr>
<td>------------</td>
</tr>
<tr>
<td>N</td>
</tr>
<tr>
<td>T</td>
</tr>
<tr>
<td>Limit</td>
</tr>
</tbody>
</table>

4.2. Comparisons

Properties of test problems are given in this section. The number of ORs (m) set to 3, 5, 7 or 10. The number of patients was taken as 3*m, 5*m, 7*m and 10*m. The number of surgeons was taken as 4, 7, 10, and 14, and the number of anesthesia team as 2, 3, 5 and 7. The parameter $t_p$ were derived according to a uniform distribution in the $U(20,50)$ range. Sequence-dependent setup times are derived in accordance with the uniform distribution in the range of $U(0,170)$ range. The H$_{p,d}$ parameter is derived so that 60% of the patients receive service from only one surgeon, 25% of the patients receive service from two surgeons and 15% from 3 surgeons. For each problem type two test problems are derived. Test problems are run with the MILP model, ABC algorithm and random search. The results of random search also is an upper bound for the related test problem since for all test problems random search gave worse solution than ABC algorithm. In random search, random solutions are generated and the objective function of these solutions are calculated using the proposed decoding algorithm. The random search is run the same duration of ABC algorithm for the related test problem.

The time limit of the MILP model is 3600 seconds. The results are given in Table C1-C4 in Appendix section. Objective function values, CPU values and Error values obtained by using the relevant algorithm are given in the tables. Error value is calculated with Equation 22.

$$\text{Error} = \frac{(\text{Solution of the algorithm} - \text{The obtained best solution})}{\text{The obtained best solution}}$$

The results with 3 OR are given in Table C1. Model gave optimal solutions for 7 test problems with number of 9 or 15 patients. Also, the heuristic algorithm found
optimal solutions to these problems. ABC algorithm gave better results except six test problems. MILP model found no feasible solutions to number of 5 test problems with the number of 21 or 30 patients within 3600 seconds. For other test problems feasible solutions were found by MILP model. Accordingly, the ABC algorithm gave the better results for all test problems. The results with 5 ORs are given in Table C2. MILP model found feasible solutions to test problems with the number of 15 or 25 patients within time limit. MILP model could not find a solution to test problems with the number of 35 or 50 patients within time limits. Accordingly, the ABC algorithm also found better solutions for test problems with 5 ORs. The results of 7 ORs are given in Table C3. MILP model found feasible solutions to test problems with number of 21 patients. No feasible solutions were found other test problems by MILP model for the number of 7 ORs. The results of 10 ORs are given in Table C4. According to Table C4, MILP model found feasible solution to only one test problem. The ABC algorithm found better solutions than MILP model and random search.

5. Conclusions

ORs are one of the most important resources of hospitals. Therefore, effective scheduling of ORs has an important role in the effective management of the hospital. ORS problems are multi-resource problems. In this study, the ORS problem was defined by considering the anesthesia team as well as the surgeons. While surgeons are a dedicated resource, the anesthesia team is a flexible resource. In the ORS problem, sequence dependent setup times are taken into account. Although the ORS problem is an important problem, there are few studies that take into account the sequence-dependent setup times. A MILP model is proposed. ABC algorithm has been developed for large scale test problems. A heuristic algorithm is proposed for the first time to solve the ORS problem with multi-resource, sequence-dependent setup times. An algorithm has been developed to calculate the objective functions of the solutions. The proposed ABC algorithm is compared with MILP model. As a result, the ABC algorithm gave more successful results than MILP model. In future studies, the problem can be handled with multi-objective functions. Objective functions such as tardiness minimization, maximization of resource utilization may be considered besides makespan minimization. In multi-objective optimization problems, pareto optimal solutions are found. In mlti-objective optimization, all obtained solutions are compared with each other to select non-dominated solutions in solution space that is increased the complexity of the problem. Different methods may be used such as Augmented e-constraint method to obtain pareto optimal solutions to multi-objective optimization problems. Extracting Pareto optimal solutions from the solution space can significantly increase the running time of the heuristic algorithm. In this study, surgeons and anesthesia teams are considered as resources. In future studies, the resource conducts the setup and other resources such as machines used in operations may be taken into account. In this study all patients have same priority. In future studies patients may be prioritized. In this study, operations and setup times are considered deterministic. Stochastic parameters can be taken into account. Different heuristic algorithms may be proposed to solve the problem or exact solution methods may be used to solve the problem.
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## Appendix

### A. Related studies

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhang, 2021</td>
<td>d</td>
<td>a</td>
<td>a</td>
<td>Minimizing total cost</td>
<td>Column Gen. Based</td>
<td>a,b</td>
</tr>
<tr>
<td>Rachuba, 2022</td>
<td>d</td>
<td>b</td>
<td>a</td>
<td>Maximizing total number of patients</td>
<td>Chance const. Opt. Simulations</td>
<td>a,b</td>
</tr>
<tr>
<td>Park, 2021</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>Minimizing number of ORs and overtime</td>
<td>Mathematical model</td>
<td>c,e</td>
</tr>
<tr>
<td>Mazloumian, 2022</td>
<td>d</td>
<td>a</td>
<td>a</td>
<td>Minimizing total waiting</td>
<td>Robust MOILP Model</td>
<td>a,b</td>
</tr>
<tr>
<td>Lotfi, 2022</td>
<td>a</td>
<td>b</td>
<td>c</td>
<td>Minimizing total comp. time</td>
<td>Multi-obj. variable neigh. Search</td>
<td>b</td>
</tr>
<tr>
<td>Khaniev, 2020</td>
<td>-</td>
<td>-</td>
<td>a</td>
<td>Minimizing waiting, idle and overtime</td>
<td>Heuristic algorithms</td>
<td>a</td>
</tr>
<tr>
<td>Hamid, 2019</td>
<td>a,d,e</td>
<td>a</td>
<td>a</td>
<td>Minimizing total cost</td>
<td>NSGA II</td>
<td>f</td>
</tr>
<tr>
<td>Britt, 2021</td>
<td>a,d,e</td>
<td>b</td>
<td>a</td>
<td>Minimizing total cost</td>
<td>Hybrid heuristic alg.</td>
<td>a,b,c</td>
</tr>
<tr>
<td>Azaiez, 2022</td>
<td>d</td>
<td>b</td>
<td>a</td>
<td>Minimizing max. compl. time</td>
<td>MILP, Heuristics</td>
<td>b</td>
</tr>
<tr>
<td>Aringhieri, 2015</td>
<td>a,d</td>
<td>a</td>
<td>a</td>
<td>Minimizing total cost of waiting time</td>
<td>Two level heuristic, ILP model</td>
<td>a,b</td>
</tr>
<tr>
<td>Addis, 2016</td>
<td>-</td>
<td>-</td>
<td>a</td>
<td>Minimizing total waiting time and tardiness</td>
<td>Robust optimization</td>
<td>a,b</td>
</tr>
<tr>
<td>Roshanaei, 2021</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>Maximizing total scheduled surgical times</td>
<td>Benders decomposition, MILP</td>
<td></td>
</tr>
<tr>
<td>Wang, 2015</td>
<td>a,b,c</td>
<td>b</td>
<td>a</td>
<td>Minimizing makespan</td>
<td>MILP, Constraint prog.</td>
<td>f</td>
</tr>
<tr>
<td>Makboul, 2022</td>
<td>a,d</td>
<td>c</td>
<td>a</td>
<td>Maximizing score of surgeries</td>
<td>Robust opt.</td>
<td>a,b,f</td>
</tr>
<tr>
<td>Fei, 2010</td>
<td>a</td>
<td>a</td>
<td>a</td>
<td>Minimizing cost</td>
<td>Hybrid GA</td>
<td>b</td>
</tr>
<tr>
<td>Coban, 2020</td>
<td>e</td>
<td>a</td>
<td>a</td>
<td>Minimizing total cost</td>
<td>Heuristic, MILP model</td>
<td></td>
</tr>
<tr>
<td>Pariente, 2015</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>Maximizing service level</td>
<td>Heuristics</td>
<td>f</td>
</tr>
<tr>
<td>Oliveire, 2022</td>
<td>a,c</td>
<td>c</td>
<td>a</td>
<td>Minimizing deviations</td>
<td>ILP model, simulation</td>
<td>b</td>
</tr>
<tr>
<td>Ahmed, 2020</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>Max. Patient preference</td>
<td>Fuzzy TOPSIS, MILP model</td>
<td>f</td>
</tr>
<tr>
<td>Agnetis, 2014</td>
<td>a</td>
<td>b</td>
<td>a</td>
<td>Maximizing total score</td>
<td>Decomposition</td>
<td>b</td>
</tr>
<tr>
<td>Jebali, 2015</td>
<td>d</td>
<td>b</td>
<td>a</td>
<td>Minimizing costs</td>
<td>Stoch. Prog.</td>
<td>a,b</td>
</tr>
<tr>
<td>Vijayakumar, 2013</td>
<td>a,b,e</td>
<td>a</td>
<td>a</td>
<td>Maximizing number of patients</td>
<td>Heuristic</td>
<td>b,f</td>
</tr>
<tr>
<td>Heydari, 2016</td>
<td>d</td>
<td>b</td>
<td>c</td>
<td>Minimizing makespan and overtime</td>
<td>Stochastic prog.</td>
<td>a,b</td>
</tr>
<tr>
<td>This study</td>
<td>a,c</td>
<td>c</td>
<td>a</td>
<td>Minimizing max. compl. time</td>
<td>Heuristic,MILP</td>
<td>d,e</td>
</tr>
</tbody>
</table>

**Add. Resources:** a: Surgeon, b: Nurse, c: Anesthesiologist, d: Downstream beds, e: Equipment/Tools  
**Additional Resource Type:** a: Dedicated, b: Flexible, c: Hybrid  
**Patients:** a: Elective, b: Emergency, c: Hybrid  
**Add. properties:** a: Uncertainty on parameters, b: Multi-period, c: Preferences, d: Setup times,  
e: Cooperative operations, f: Priorities of patients  

### B. Parameters of example problem

The proposed MILP model was coded in the GAMS 24.0.2 program. Solved with CPLEX solver. For the first test problem, the MILP model was run. In Table A1 parameters of the problem are given. There are 9 patients, 3 ORs, 4 surgeons and 2 anesthesia teams.
### Table B1. Parameters of $SQ_p$, $ST_{p,i}$, $H_{p,d}$ and $t_p$

<table>
<thead>
<tr>
<th>$p$</th>
<th>$t_p$</th>
<th>$SQ_p$</th>
<th>$ST_{p,i}$</th>
<th>$H_{p,d}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>158</td>
<td>21</td>
<td>29</td>
<td>32</td>
</tr>
<tr>
<td>2</td>
<td>119</td>
<td>26</td>
<td>15</td>
<td>24</td>
</tr>
<tr>
<td>3</td>
<td>157</td>
<td>20</td>
<td>11</td>
<td>37</td>
</tr>
<tr>
<td>4</td>
<td>65</td>
<td>29</td>
<td>20</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>138</td>
<td>34</td>
<td>33</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>85</td>
<td>32</td>
<td>20</td>
<td>35</td>
</tr>
<tr>
<td>7</td>
<td>94</td>
<td>14</td>
<td>26</td>
<td>40</td>
</tr>
<tr>
<td>8</td>
<td>60</td>
<td>35</td>
<td>36</td>
<td>40</td>
</tr>
<tr>
<td>9</td>
<td>146</td>
<td>11</td>
<td>13</td>
<td>32</td>
</tr>
</tbody>
</table>

### C. Solutions of test problems

#### Table C1. Solution of test problems with 3 ORs

<table>
<thead>
<tr>
<th>$n$</th>
<th>ST</th>
<th>MILP Model</th>
<th>ABC</th>
<th>Random Search</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>U(10,40)</td>
<td>814*</td>
<td>1882</td>
<td>814</td>
</tr>
<tr>
<td>9</td>
<td>U(10,40)</td>
<td>630*</td>
<td>2804</td>
<td>630</td>
</tr>
<tr>
<td>9</td>
<td>U(20,50)</td>
<td>759*</td>
<td>1620</td>
<td>759</td>
</tr>
<tr>
<td>9</td>
<td>U(20,50)</td>
<td>742*</td>
<td>1874</td>
<td>742</td>
</tr>
<tr>
<td>9</td>
<td>U(30,85)</td>
<td>530</td>
<td>3600</td>
<td>531</td>
</tr>
<tr>
<td>9</td>
<td>U(30,85)</td>
<td>514</td>
<td>3600</td>
<td>502</td>
</tr>
<tr>
<td>15</td>
<td>U(10,40)</td>
<td>980*</td>
<td>1235</td>
<td>980</td>
</tr>
<tr>
<td>15</td>
<td>U(10,40)</td>
<td>1065*</td>
<td>2152</td>
<td>1065</td>
</tr>
<tr>
<td>15</td>
<td>U(20,50)</td>
<td>1061</td>
<td>3600</td>
<td>1059</td>
</tr>
<tr>
<td>15</td>
<td>U(20,50)</td>
<td>878*</td>
<td>2252</td>
<td>878</td>
</tr>
<tr>
<td>15</td>
<td>U(30,85)</td>
<td>998</td>
<td>3600</td>
<td>965</td>
</tr>
<tr>
<td>15</td>
<td>U(30,85)</td>
<td>983</td>
<td>3600</td>
<td>978</td>
</tr>
<tr>
<td>21</td>
<td>U(10,40)</td>
<td>1482</td>
<td>3600</td>
<td>1365</td>
</tr>
<tr>
<td>21</td>
<td>U(10,40)</td>
<td>1281</td>
<td>3600</td>
<td>1205</td>
</tr>
<tr>
<td>21</td>
<td>U(20,50)</td>
<td>1434</td>
<td>3600</td>
<td>1334</td>
</tr>
<tr>
<td>21</td>
<td>U(20,50)</td>
<td>-</td>
<td>3600</td>
<td>1166</td>
</tr>
<tr>
<td>21</td>
<td>U(30,85)</td>
<td>1698</td>
<td>3600</td>
<td>1540</td>
</tr>
<tr>
<td>21</td>
<td>U(30,85)</td>
<td>-</td>
<td>3600</td>
<td>1338</td>
</tr>
<tr>
<td>30</td>
<td>U(10,40)</td>
<td>1908</td>
<td>3600</td>
<td>1616</td>
</tr>
<tr>
<td>30</td>
<td>U(10,40)</td>
<td>-</td>
<td>3600</td>
<td>1500</td>
</tr>
<tr>
<td>30</td>
<td>U(20,50)</td>
<td>2277</td>
<td>3600</td>
<td>1665</td>
</tr>
<tr>
<td>30</td>
<td>U(20,50)</td>
<td>-</td>
<td>3600</td>
<td>1644</td>
</tr>
<tr>
<td>30</td>
<td>U(30,85)</td>
<td>2172</td>
<td>3600</td>
<td>1773</td>
</tr>
<tr>
<td>30</td>
<td>U(30,85)</td>
<td>-</td>
<td>3600</td>
<td>1916</td>
</tr>
</tbody>
</table>

*optimal solution* | Average | 0.062 | 0 | 0.02
### Table C2. Solution of test problems with 5 ORs

<table>
<thead>
<tr>
<th>n</th>
<th>ST(p,l)</th>
<th>MILP Model</th>
<th>ABC</th>
<th>Random Search</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Z</td>
<td>CPU</td>
<td>Error</td>
</tr>
<tr>
<td>15</td>
<td>U(10,40)</td>
<td>680</td>
<td>3600</td>
<td>0.012</td>
</tr>
<tr>
<td>15</td>
<td>U(10,40)</td>
<td>579</td>
<td>3600</td>
<td>0.032</td>
</tr>
<tr>
<td>15</td>
<td>U(20,50)</td>
<td>580</td>
<td>3600</td>
<td>0.133</td>
</tr>
<tr>
<td>15</td>
<td>U(20,50)</td>
<td>566</td>
<td>3600</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>U(30,85)</td>
<td>793</td>
<td>3600</td>
<td>0.025</td>
</tr>
<tr>
<td>15</td>
<td>U(30,85)</td>
<td>731</td>
<td>3600</td>
<td>0.046</td>
</tr>
<tr>
<td>25</td>
<td>U(10,40)</td>
<td>1276</td>
<td>3600</td>
<td>0.44</td>
</tr>
<tr>
<td>25</td>
<td>U(10,40)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>25</td>
<td>U(20,50)</td>
<td>1359</td>
<td>3600</td>
<td>0.162</td>
</tr>
<tr>
<td>25</td>
<td>U(20,50)</td>
<td>1391</td>
<td>3600</td>
<td>0.218</td>
</tr>
<tr>
<td>25</td>
<td>U(30,85)</td>
<td>1930</td>
<td>3600</td>
<td>0.885</td>
</tr>
<tr>
<td>25</td>
<td>U(30,85)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(10,40)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(10,40)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(20,50)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(20,50)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(30,85)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(30,85)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>50</td>
<td>U(10,40)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>50</td>
<td>U(10,40)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>50</td>
<td>U(20,50)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>50</td>
<td>U(20,50)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>50</td>
<td>U(30,85)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>50</td>
<td>U(30,85)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table C3. Solution of test problems with 7 ORs

<table>
<thead>
<tr>
<th>n</th>
<th>ST(p,l)</th>
<th>MILP Model</th>
<th>ABC</th>
<th>Random Search</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Z</td>
<td>CPU</td>
<td>Error</td>
</tr>
<tr>
<td>21</td>
<td>U(10,40)</td>
<td>542</td>
<td>3600</td>
<td>0.146</td>
</tr>
<tr>
<td>21</td>
<td>U(10,40)</td>
<td>641</td>
<td>3600</td>
<td>0.009</td>
</tr>
<tr>
<td>21</td>
<td>U(20,50)</td>
<td>747</td>
<td>3600</td>
<td>0.201</td>
</tr>
<tr>
<td>21</td>
<td>U(20,50)</td>
<td>929</td>
<td>3600</td>
<td>0.078</td>
</tr>
<tr>
<td>21</td>
<td>U(30,85)</td>
<td>801</td>
<td>3600</td>
<td>0.004</td>
</tr>
<tr>
<td>21</td>
<td>U(30,85)</td>
<td>712</td>
<td>3600</td>
<td>0.029</td>
</tr>
<tr>
<td>35</td>
<td>U(10,40)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(10,40)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(20,50)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(20,50)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(30,85)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>35</td>
<td>U(30,85)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>49</td>
<td>U(10,40)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>49</td>
<td>U(10,40)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>49</td>
<td>U(20,50)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
<tr>
<td>49</td>
<td>U(20,50)</td>
<td>-</td>
<td>3600</td>
<td>-</td>
</tr>
</tbody>
</table>
### Table C4. Solution of test problems with 10 ORs

<table>
<thead>
<tr>
<th>n</th>
<th>ST(p,l)</th>
<th>MILP Model</th>
<th>ABC</th>
<th>Random Search</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Z</td>
<td>CPU</td>
<td>Error</td>
</tr>
<tr>
<td>30</td>
<td>U(10,40)</td>
<td>1101</td>
<td>360</td>
<td>0.59</td>
</tr>
<tr>
<td>30</td>
<td>U(10,40)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>30</td>
<td>U(20,50)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>30</td>
<td>U(20,50)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>30</td>
<td>U(30,85)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>30</td>
<td>U(30,85)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>50</td>
<td>U(10,40)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>50</td>
<td>U(10,40)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>50</td>
<td>U(20,50)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>50</td>
<td>U(20,50)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>50</td>
<td>U(30,85)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>50</td>
<td>U(30,85)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>70</td>
<td>U(10,40)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>70</td>
<td>U(10,40)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>70</td>
<td>U(20,50)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>70</td>
<td>U(20,50)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>70</td>
<td>U(30,85)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>70</td>
<td>U(30,85)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>100</td>
<td>U(10,40)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>100</td>
<td>U(10,40)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>100</td>
<td>U(20,50)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>100</td>
<td>U(20,50)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>100</td>
<td>U(30,85)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
<tr>
<td>100</td>
<td>U(30,85)</td>
<td>360</td>
<td>1101</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Average 0.59 0.057